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Preface

The volume contains latest research work presented in the Second Edition of the
Mediterranean Symposium on Smart City Applications (SCAMS2017) held on
October 25-27, 2017, in Tangier, Morocco. This book presents original research
results, new ideas, and practical development experiences. It includes papers from
all areas of Smart City Applications.

Topics related to smart mobility, big data, smart grids, smart homes, smart
buildings, smart environment, cloud, social networks and security issues will be
discussed in SCAMS2017.

The conference stimulates the cutting-edge research discussions among many
academic researchers, scientists, industrial engineers, and students from all around
the world. The topics covered in this book also focus on innovative issues at
international level by bringing together the experts from different countries.

The scope of SCAMS2017 includes methods and practices which bring various
emerging Internetworking and data technologies together to capture, integrate,
analyze, mine, annotate, and visualize data in a meaningful and collaborative
manner. A series of international workshops are organized as invited sessions in the
SCAMS2017:

The 2nd International Workshop on Smart Learning and Innovative Educations,
The 1st International Workshop on Smart Healthcare,

The 1st International Workshop on Mathematics for Smart City,

The 1st International Workshop on Industry 4.0 and Smart Manufacturing.

We would like as well to thank the Local Arrangement Chairs for making
excellent local arrangements for the conference. We also would like to thank the
Workshop Chairs for their delicate work.

Many thanks to the Springer staff for their support and guidance. In particular,
our special thanks to Dr. Thomas Ditzinger and Ms. Varsha Prabakaran for their
kind support.

Mohamed Ben Ahmed
Anouar Abdelhakim Boudhir
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SCAMS2017 Keynote Talks



Smart Cities Promised Technological
and Social Revolution

Mohamed Essaaidi

ENSIAS, Mohammed V University, Rabat, Morocco

Abstract. Many cities around the world are currently transitioning toward
smart cities to attain several key objectives such as a low-carbon environ-
ment, high quality of living, and resource-efficient economy. Urban per-
formance depends not only on the city’s endowment of hard infrastructure,
but also on the availability and quality of knowledge communication and
social infrastructure. There is a growing importance of information and
communication technologies (ICTs) and social and environmental capital in
profiling the competitiveness of cities. Information and communication
technologies play a critical role in building smart cities and supporting
comprehensive urban information systems.

This brings together citizens and integrates technologies and services
such as transportation, broadband communications, buildings, health care,
and other utilities. Advanced communication and computing techniques can
facilitate a participatory approach for achieving integrated solutions and
creating novel applications to improve urban life and build a sustainable
society. Extensive research is taking place on a wide range of enabling
information and communication technologies, including cloud, network
infrastructure, wireless and sensing technologies, mobile crowdsourcing,
social networking, and big data analytics.

The main purpose of this keynote talk is to present an overview of smart
city technologies, applications, opportunities, and research challenges.



Inclusive Smart City for Specially
Abled People

Parthasarathy Subashini

Avinashilingam University, India

Abstract. The concept of smart city itself is still emerging, and the work of
defining and conceptualizing it is in progress. This concept is used all over
the world with different nomenclatures, context, and meanings stressing the
need for public and private stakeholders to put the citizen at the heart of any
smart city project. Citizens, the inhabitants of the intelligent cities become
agents of change, fully aware of the city challenges and play a qualified role
in the civic network, characterized by participation, civic engagement, ter-
ritorial commitment, and the will of sharing knowledge of creativity. The
challenges in the cities and societies are mostly related to the fact that
disability causes specific barriers, such as limitations of mobility, visual and
hearing impairments, and a high disease susceptibility. ICT solution
implemented in the cities can help overcome mobility and visual and cog-
nitive movements. Innovations in areas such as remote sensors, embedded
systems, robaotics, or wireless mobile networks provide building blocks for
intelligent ambient systems that can support especially abled people and
allow them to move around the city without any assistance.

The current market tends to expand products designed to serve large
portions of the population, providing tools, objects, and furnishings with a
design that meets the requirements or needs of people with or without
disabilities. Regarding that perspective, there has been an increase in the
variability of these products marketed to the most diverse purposes,
including for daily life activities.

Assistive technologies are a key tool to any physically challenged person
when checking their ability toward accessibility. Understanding of these
technologies goes hand in hand with understanding the requirements of their
accessibility also. Assistive technology can be defined as “any item, piece of
equipment, or product system, whether acquired commercially or off the
shelf, modified, or customized, that is used to increase, maintain, or improve
functional capabilities of individuals with disabilities.” Assistive technology
includes assistive, adaptive, and rehabilitation devices for people with dis-
abilities. Especially, the ability to communicate is fundamental to a basic
quality of life, yet for many people effective communication is difficult
because of a physical impairment, language disorder, or learning disability.
The proposed topic is toward various assistive technology systems that
facilitate people who face just such challenges.

Assistive technology service includes any service that directly assists an
individual with a disability in the selection, acquisition, or use of an assistive
technology device.



Inclusive Smart City for Specially Abled People Xvii

The use of ATs can improve the physical and social functioning of
persons with disabilities and elderly people.

The proposed keynote speech describes about various opportunities and
challenges related to “inclusive smart city,” expanding the possibilities for
persons with special needs in the urban space.



Cognitive 10T for Smart Urban Sensing

Mounir Ghogho'?

1 University of Leeds, UK
2 UIR, Morocco

Abstract. In this talk, | will briefly introduce the Internet of things (IoT) and
its enabling technologies. Then, | will give a brief overview of the different
wireless connectivity solutions (cellular and non-cellular) that compete to
have a share of the loT market. Fundamental limits on coverage/throughput
and their relation with network density will be presented and used to explain
the advantages and disadvantages of the different wireless solutions. | will
then present the concept of cognitive loT, its components, and its chal-
lenges. The focus will be on cognitive sensing, communication, and energy
harvesting. Finally, | will briefly present my ongoing IoT projects on urban
sensing.



Data for Smart Spaces

Hajar Mousannif

Cadi Ayyad University, Morocco

Abstract. With the significant advances in information and communication
technology over the last half-century, cloud computing, big data, Internet of
things, and mobile technology are rapidly emerging as new pillars of the
next generation of IT.

With the cloud, we have infinite power of computation right in our
pockets. Big data takes advantage of the technically “unlimited” storage and
computing capabilities of the cloud to make predictive and prescriptive
analytics to extract insights about every aspect of our lives, while the
Internet of things connects everything that can be connected. They also
generate huge amounts of data waiting to be processed and analyzed.
Mobile technology makes the picture even more beautiful by making
information available anywhere anytime!

Cloud computing, big data, Internet of things, and mobile technology
blur the traditional boundaries and profoundly revolutionize the value chain
of many vital sectors including health care, transportation, education, and
industry. They also raise many pressing ethical issues waiting to be
addressed. The aim of this talk is to highlight the potential of all afore-
mentioned technologies through four real-world deployment projects we
carried out in Morocco, which fall under four categories: smart health, smart
transportation, smart education, and smart monitoring. Interesting proto-
types will be demonstrated.



New Modeling Approaches for Micro-Grids
Enabling Frugal Social Solar Smart City

Aawatif Hayar

University Hassan Il Casablanca Morocco, ENSEM

Abstract. The Frugal Smart City concept we recommend for Casablanca
and, in general, for developing countries puts citizens at the center of the
transformation process, creating a public—private—people partnership where
citizens are actors in and builders of their smart city. This concept is also
aiming at limiting investment risks by adopting data-driven cost-effective or
“frugal” bottom-up approach. It is based on the use of mobiquitous devices,
such as smartphones, crowdsourcing tools, and open data analysis tech-
niques, to develop IT-driven innovation cycle and e-services that track and
answer citizens’ economic cultural, social, and ecological needs.

This participatory-oriented social innovation approach will allow,
step-by-step, to build a set of interconnected pilot projects to set up grad-
ually a sustainable smart city and collaborative innovation ecosystem cre-
ating at the end inclusive sustainable economy which turns societal and
economic challenges into business opportunities.

This talk will present the Frugal Smart City concept and some appli-
cations based on data-assisted green energy integration and management in
smart micro-grids.

We will also present some recent theoretical advances and practical
results in smart grids modeling and implementation from pilot projects set
up in the context of Casablanca Frugal Smart City.



Intelligent Transport Systems

Abdelhakim Senhaji Hafid

University of Montreal, Canada

Abstract. Intelligent Transportation Systems (ITS) make use of advanced
communications and information technology to improve the safety and
efficiency (e.g., in terms of mobility and energy consumption) of trans-
portation. Mobile vehicular networks represent the key component of ITS;
indeed, they are the foundation of a wide spectrum of novel safety, traffic
control, and entertainment applications which are realized mainly through
vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) communica-
tions. To enable these applications, novel schemes and protocols need to be
developed to support their requirements in terms of performance and reli-
ability. In this talk, we define mobile vehicular networks and we present a
number of applications that can be supported by this type of networks. Then,
we present key challenges facing the realization of the potential of vehicular
networks. We will also briefly overview related contributions produced by
the Network Research Laboratory at the University of Montreal. We con-
clude by presenting our view on the future of vehicular networks.



Contribution of 10T Applications to Enhance
Authenticating Individual’s Geo-location

Hassan Zili

Abdelmalek Essaadi University, Morocco

Abstract. This talk is about the invention that relates to geo-locations
software management utility. Specifically, it provides a method and system
for authenticating an individual’s geo-location via a communication network
and applications using the same. The method comprises the following steps:

e Providing an individual with a smartphone having a GPS receiving unit
associated with a communications network;

e Providing the individual with a biometric user identification technology
that may effectively utilize a wristband worn by the individual for
passive biometric user identification and wherein the wristband is
wirelessly coupled to the smartphone to obtain the individual’s
electrocardiogram;

e Obtaining via the communications network the geo-location of the
smartphone utilizing the GPS receiving unit;

e Identifying the user with the biometric user identification technology by
obtaining biometric characteristics that are unique to each human (in our
case, it’s the heartbeat);

e Verifying the biometric user identification technology is within a preset
proximity to the smartphone to authenticate the individual’s
geo-location.

This invention is directed to a cost-effective, efficient, method and system
for authenticating, accessing, acquiring, storing, and managing each indi-
vidual’s geo-location position data via a communication network.

This method includes recording the individual’s authenticated
geo-locations for a period of time, wherein during recording of the indi-
vidual’s authenticated geo-locations.

Reference

Patent number: 9801058

Patent Publication Number: 20160021535

Inventors: Tarik Tali (Lakeway, TX), Hassan Zili (Tangier), Abdelhak Tali (Tangier)
Application Number: 14/699,460



Big Data in the Smart City:
The Big Bridge Example

Gaetan Robert Lescouflair* and Serge Miranda®

LLsis, University of Marseille and Aix, France
2 MBDS, University of Nice Sophia Antipolis, France

Abstract. We entered a new data-centric economy era with the widespread
use of supporting big data infrastructures to deliver predictive real-time
analysis and augmented intelligence in the three “P” sectors (Public, Private,
and Professional). Every economic sector will be drastically impacted. Such
big data infrastructure involves two major scientific fields: computer science
for data integration (i.e., building a virtual or real data lake) and mathe-
matics for machine learning—ML—(AIl for deep learning—DL). This
concept of data lake was first introduced in 1999 by Pyle.

Three types of data are involved in a big data architecture: structured
data (with predefined schema), semi-structured data (around XML with
metadata), and unstructured data (no schema, no metadata). A data lake is a
generalization of data warehouse to semi-structured and non structured data.
The data lake could be real (with pumping systems like in most data
warehouses) or virtual with distributed large data sets. Today, there is no
SQL standard to manage a data lake with many proprietary proposals
encompassing new key features like “external tables”.

Expected use of a data lake is predictive real-time analysis by data
scientists using a large variety of ML and DL methods generally in super-
vised, unsupervised ou reinforcement modes; no interactivity exists among
these methods.

This conference encompasses two parts:

— A state of the art of SQL extensions to manage NO SQL data bases and
a real or virtual data lake.

— A presentation of the BIG BRIDGE project with the creation of a data
lake within Nice smart city, with historical SQL data (air pollution and
heart emergencies in the hospital) and NO SQL data coming from smart
watch (monitoring heart beat for people at risk).



SDN for Smart City

Noureddine ldboufker

Cadi Ayyad University, Morocco

Abstract. In spite of the increasing popularity that the concept of smart city
has gained over the past few years, there is still no universal definition for it.
Smart city concept is mainly about a city that provides ICT-based services in
different sectors of activity, in order to mitigate urban challenges, increase
efficiency, reduce costs, and enhance the quality of life. Generally, Smart
city definition varies in function of city resources, development, and its
ability of changing.

The role of ICT for enabling smart city features should be highlighted;
especially with the advent of new technologies provided by new features
and characteristics (high throughput, low latency, high QoS.).

It is inevitable to mention WSN as a basic layer that should be present in
each smart city initiative. Indeed, the WSN layer allows service provider to
design, to develop, and to provide a rich service catalogue with a real added
value. However, WSN is based on the use of sensors with limited energy
efficiency, processing, and storage capabilities.

We propose the Software Defined Networks (SDNs) approach, as one
of the potential solutions to face the challenge associated with the use of
sensors in smart city. SDN is based on separating control and data planes,
and centralizing network intelligence within SDN controllers, which are
directly programmable. Thus, this new paradigm provides a deep knowledge
of the state of the network resources, in order to alleviate the load and add
agility and flexibility to network. By separating control and data planes,
SDN makes possible the use of a wireless layer based on sensor with a high
level of energy efficiency and low level of processing and storage, leading to
a real improvement of the Network Scalability.



New Technology for Effective E-learning
and Smart Campus

Noura Aknin

Abdelmalek Essaadi University, Morocco

Abstract. Technology is one of the main factors that regularly disrupts the
world of education in terms of educational resources and learning envi-
ronment. Its implementation facilitates the transition from a traditional
knowledge transfer model to a more efficient system based on collaboration,
autonomy, and involvement.

Today, there is a growing importance of information and communication
technologies (ICTs) and their applications offer momentous opportunities
for development of new approaches that allow the learner to deepen his
knowledge and develop the necessary skills to succeed his “cognitive pro-
ject.” In addition to these approaches, the actors and educational leaders are
obliged to reconsider the necessary spaces for an efficient and intelligent
learning.

Among the latest technologies, the Internet of things (10T) used to sense
its surrounding environments plays a key role for the future development of
smart campus. Indeed, its implementation in campus using e-learning can
enable interaction between all components of the educational system and
physical spaces for learning purposes or communication. Thus, with the
proliferation of connected objects, campuses can collect data more easily to
interpret learner behaviors and activities for effective e—learning application
toward a smart campus.

This talk focuses on new advanced technologies for effective learning
and challenges of a smart campus.



Partial Differential Equation (PDE) Models
for Ocean Modeling

J. Rafael Rodriguez Galvan

Universidad de Cadiz, Spain

Abstract. We focus on Partial Differential Equation (PDE) models for ocean
modeling. In particular, we consider the Boussinesq equations (with variable
density depending on temperature and salinity) and the well-known
incompressible Navier-Stokes equations. Different simplifications which
are usually introduced in oceanography are considered. Then we focus on
one of them, where the anisotropy between vertical and horizontal scales in
maritime domains leads to anisotropic Navier-Stokes equations (a gener-
alization of Primitive Equations of the ocean).

The additional difficulties which are introduced by anisotropic Navier—
Stokes equations are analyzed, and some recent techniques for the numerical
approximation of these equations by means of the finite element method are
introduced. Some numerical simulations are shown, focusing in water flow
along the Gibraltar Strait.



Toward Efficient Numerical Models
for Assessment and Management
of Sea-Pollution Risks

Mohammed Seaid

Durham University, UK

Abstract. Nowadays risk management is a key success for designing smart
cities and sustainable development. In our contribution, we present recent
trends in modeling sea-pollution and its management. Modeling hydrody-
namics for water free-surface along with dispersion of contaminants are part
of this study. Here we consider both the single-layer and multi-layer
depth-averaged Navier—Stokes equations for flow modeling and advection—
diffusion models for the concentration of pollutant. To solve the flow
equations, we consider a robust finite volume method with mesh adaptation,
and for the transport and dispersion of contaminants, we propose a new
particle method. Stochastic and turbulent effects are accounted for in these
models, and efficient numerical tools are presented for their treatment.
Inverse problems to localize the pollution source on the sea surface are also
presented in the current work. Installing alert systems along the coast areas
are also examined, and optimal solutions will be provided. As a real-life
application, we present results obtained for oil spills on the North Sea.



Use of 3D Laser Scanning Technology
in Plant Virtual Planning

Younes Gouaiti

Business Development and Marketing Director of Enigma, Morocco

Abstract. In recent years, 3D laser scanning has revolutionized the areas of
digital plant planning, documentation of industrial facilities, architecture,
monument protection, landscape, and virtual reality. Visualization of
buildings or complex geometries in three dimensions allows a more precise,
safer, and faster work.

Laser scanners scan their environment by sending a laser beam. The
reflected signal creates a very dense cloud of points. These points, with the
help of appropriate algorithms, make it possible to reconstruct an image
of the environment. The scanner associates these points with photos of the
real environment. The result is a reproduction of the surfaces in a
three-dimensional space.

The applications are diverse we quote:

— Transformations and Extensions: Precise 3D documentation of the real
state of buildings as a planning basis for transformations and extensions;

— Off-Site Manufacturing: Off-site manufacturing and assembly capability
with high accuracy made possible by accurate 3D CAD data retrieval and
dimensional control;

— Asset Management: Simplification of facilities management, mainte-
nance, training, etc., thanks to complete 3D data, simulations, and virtual
trainings;

— Supervision of Works: Improved coordination of different trades, com-
plete documentation, and supervision of all works;

— 3D Digitization of Crimes Scenes or Accidents: capturing essential
details for the subsequent reconstruction of the crime or accident;

— Deformation Control: determine if the object or structure studied changes
shape or moves;

— Quality Control: ensure that the final state of the as-built conforms to the
design plans.

The research areas associated with 3D laser scanning are diverse and
cover the whole process: from acquisition to restitution through identifica-
tion and recognition techniques, classification, analysis, and processing.
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Abstract. IPv6 address space is a public resource that must be man-
aged in a prudent manner. Wherever possible, address space should
be distributed in a hierarchical manner. This is necessary to permit
the aggregation of the routing information by ISPs (Internet Service
Providers) and to limit the expansion of internet routing tables.

The aim of this paper is to propose a model that may help to resolve
the massive growth in the size of routing tables. Inspired from the tree
of Pythagor, we get to distribute the prefixes in a hierarchical manner
that minimizes and divides up the routing tables. The process of building
the logical model, presented in this paper, is a grouping tool that can
be used by network architects of autonomous systems or companies to
build their networks with minimal routing tables.

Keywords: Model - Network - Logical + Autonomous systems
Routing table - IPv6 - Tree of Pythagor

1 Introduction

1.1 Related Work

There has in recent years been a surge of interest within the research commu-
nity in modeling the dynamic and the structure of complex networks including
internet, we cite for example [1-7]: Erdos-Renyi random graph model, Barabasi-
Albert model, Watts-Strogatz small world model and Kleinberg model. All these
models are elegant and simple but all of them have some limitations such as:
The number of nodes N is fixed, the internet is the result of a growth process
that continuously increases N. The size of the network influence the readability
of the graph: the bigger the size of the network the less we can see the nodes
and the connections between them.

More importantly, the graphs presented by these models are significantly dif-
ferent from the structure of internet. They lack of what we call in this paper the
representative nodes. For example: The computers are nodes, they are connected

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 3-16, 2018.
https://doi.org/10.1007/978-3-319-74500-8_1
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to internet through routers therefore the routers are special nodes which we call
the representative nodes they can represent a group of computers as well as a
group of routers by using the summarization technique.

1.2 The Internet Structure and the Growth of Routing Tables

The structure of internet is determined by the routed protocols such as IPv4
and IPv6. In other words, how the IP addresses are assigned or distributed.

With the rapid development of the internet applications and the explosion
of the end users, the JANA announced in February 2011 the exhaustion of the
available public IPv4 addresses. Besides the exhaustion problem, the random
distribution of public IPv4 addresses enormously grows the routing tables [8].

The summarization technique that was used to minimize the routing table
was useless because this technique should go hand in hand with the geographic
distribution. For example: According to the topology presented in Fig. la, the
routing table of the router R contains 9 records as shown in Table 1.

Fig.1l. (a) Random distribution of IPv4 addresses: We have 3 servers in Africa
(200.1.1.8/24, 10.3.4.1/24 and 128.2.0.1/16), 3 servers in Europe (200.1.2.8/24,
10.3.2.1/24 and 128.3.0.1/16) and 3 servers in America (200.1.3.8/24, 10.3.1.1/24 and
128.1.0.1/16). (b) Geographic distribution of IPv4 addresses: All the IPs that begin with
128 (Resp. 200.1 (Resp. 10.3)) will be found in Africa (Resp. America (Resp. Europe)).

The problem of the random distribution arises when the routing table of R
contains hundreds records, in this case if the packet destination address was
200.1.1.8/24, the router R has to search in all its long routing table to decide
which link (1, 2 or 3) will be used to deliver the given packet.

Applying the summarization technique, in the topology presented in Fig. 1a,
will not resize the routing table of R. However, by reassigning the IPs (See
Fig. 1b) then using the summarization technique, the routing table of R will
contain just 3 records instead of 9 records (See Table 2).

Finally, by comparing Tables 1 and 2, it is obvious that using the geographic
distribution of IPs and the summarization technique may resolve the problem
of enormous growth of global routing tables. On one hand, this solution can-
not be applied in the IPv4 addressing because the IPs that are dispatched ran-
domly could not be retrieved and the available public IPv4 addresses are already
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Table 1. The routing table of R: Whenever R receives a packet whose destination
address is 200.1.1.8/24, R uses link 3 to deliver it.

Destination | Next hop
200.1.1.8/24 | link 3
10.3.4.1/24 |link 3
128.2.0.1/16 | link 3
200.1.2.8/24 | link 2
10.3.2.1/24 |link 2
128.3.0.1/1 |link 2
200.1.3.8/24 | link 1
10.3.1.1/24 |link 1
128.1.0.1/16 | link 1

Table 2. The new routing table of R: Whenever R receives a packet whose destination
address starts with 200.1, R uses link 1 to deliver it whatever the remaining address
bits are (The routers in America will deliver it to the right server or destination).

Destination | Next hop
200.1.0.0/16 | link 1
10.3.0.0/16 |link 2
128.0.0.0/8 |link 3

exhausted. On the other hand, it can be used in the IPv6 addressing. However,
the tools used by network architects to design networks such as GNS3, Microsoft
Visio and Packet tracer give them total freedom to assign IPs and connect sub-
nets together without controlling the sizes of the routing tables.

In this paper, we do not try to model the whole structure of internet, but
we focus on modeling the structure of its components. Therefore, we propose
a logical model of an autonomous system (or a network) based on summary
routes. This logical model may help network architects and network managers,
implementing IPv6 in their organizations, to design their networks with optimal
routing tables.

The structure of the paper is organized as follows. In Sect. 2, we review the
networking and mathematical concepts used in the proposed method. In Sect. 3,
we discuss how we get inspired. In Sect. 4, we illustrate the proposed model.

2 Definitions and Concepts

2.1 IPv6 Summary Routes

In OSPFv3, the network is subdivided to areas. An area is a collection of routers
where each router interface belongs to an area.
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The Area Border Router (ABR) is a kind of router
whose interfaces belong to multiple areas and it (ABR)
is responsible for the delivery of the summaries. For
example: In the topology presented in Fig.2, the Area
Border Router R3 receives from R1 and R2 the prefixes:
2001 : ODBS : 6783 : 045A :: /64 and 2001 : 0DBS :
6783 : 045B :: /64. Subsequently, they are added to its
routing table.

As being ABR, R3 delivers their summary (2001 :
0DBS8 : 6783 : 045A :: /63) to R4 and R5. Thus, whenever R4 or R5 receives a
packet whose first 63 bits of the destination address is 2001 : 0DBS8 : 6783 : 045A,
they deliver it to R3 without seeing the remaining bits. By seeing the 64™ bit
of this address, R3 can decide to deliver the given packet to R1 or R2.

Fig.2. The summary
route.

2.2 The Basic Address Plan Structure

The illustration shown in Fig. 3 represents the basic address plan structure.

Fig. 3. Basic address plan structure: Level 0 represents an organization’s primary
IPv6 allocation from the ISP or RIR. Level 1 represents blocks of subnets defined
and assigned to some network or attribute within the organization. Level 2 would be
the next block of assigned subnets within each level 1 subnet. Level 3 would likely be
the smallest assignable subnet (again, with each instance of level 3 fitting into each
level 2 subnet) [9].

2.3 Pythagorean Tree

The construction of the Pythagorean tree begins with a

square. In the top edge of this square, we construct a right

isosceles triangle whose hypotenuse is the edge of the square.

Along each of the other two sides of this isosceles triangle

we construct squares. The same procedure is then applied Fig 4. The Pytha-
recursively to the two smaller squares. The limit of this con-  gorean tree
struction is called the Pythagorean tree (See Fig.4).
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3 Synthesis: Comparison, Inspiration and Assumption

3.1 The Representative Node

By returning to Fig. 2, the routers R4 and R5 do not know the prefixes: 2001 :
0DBS& : 6783 : 045A :: /64 and 2001 : 0DBS& : 6783 : 045B :: /64. But they know
their summary: 2001 : 0DBS8 : 6783 : 045A :: /63.

Hence, we define the summary 2001 : ODB8 : 6783 : 045A :: /63 as the
representative of 2001 : 0DBS : 6783 : 045A :: /64 and 2001 : 0DBS : 6783 :
045B :: /64. In this paper, we schematize this kind of relation between prefixes
with the graph presented in Fig. 5.

2001:0DB8:6783:045A::/63

2001:0DB8:6783:045A::/64  2001:0DB8:6783:045B::/64

Fig. 5. The representative node (the black node): The leaf nodes represent the prefixes
2001 : ODBS8 : 6783 : 045A :: /64 and 2001 : 0ODBS8 : 6783 : 045B :: /64. The both
leaves are connected to a new node (The representative node) that has their summary
(2001 : ODBS8 : 6783 : 045A :: /63) as a label. A node in this representation can be a
router or a representative of a group of routers

3.2 Pythagorean Tree versus Autonomous System (AS) Structure

We assume that the Pythagorean tree represents nearly the logical structure
of an AS. The reasons why we came up with this assumption are explained as
follows.

On one hand, the summarization technique consists of grouping small prefixes
to get one large prefix, however the construction of the Pythagorean tree consists
of creating small squares from large square. Thus, the construction processes go
in the opposite direction but the final shapes are similar: Large entity (square
or prefix) connected to two smallest entities (Squares or prefixes).

On the other hand, in order to limit the expansion of internet routing tables,
the AS has to optimize its internal routing tables and represent the generated
subnets with the generating prefixes by using the summarization technique. By
looking at the tree presented in Fig. 4, we notice that all the leaf squares (the
smallest squares) are originally created from the root square (the largest square).
Furthermore, suppose that the construction of the Pythagorean tree (Fig. 4) was
done from the leaf squares to the root square (the opposite direction of the real
construction), then in each level of aggregation every pair of consecutive small
squares is represented by a new large square as shown in Fig. 6.

Despite the difference in the number of aggregated elements, the aggregation
process presented in Fig. 6 is similar to the summarization technique: By looking
at Fig. 6, we notice that we always gather just two small squares to get one large
square, however in the summarization technique we can aggregate two or more
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Fig. 6. Pythagorean tree versus summarization technique: In the first level of aggre-
gation, the squares 1 and 2 (Resp. the squares 3 and 4) are represented by the square
5 (Resp. the square 6). In the second level of aggregation, the squares 5 and 6 are
represented by the square 7.

small prefixes to get one large prefix. In Sect. 3, we illustrate how we preserve
the hierarchical idea of the Pythagorean tree to get the logical model of an
autonomous system.

4 The Proposed Method

Generally speaking, the proposed method is actually a grouping process that
minimizes the size of the routing tables. To illustrate our algorithm, suppose
that an ISP is given the prefix 2COF : FB20 :: /32.

The ISPs wusually classify
their clients into 3 categories: Table 3. The generated prefixes

The first and the second client 2CoF: FB20 - /36 2COF : FB20 : 8000 :: /36
categories are large-sized clients 2COF : FB20 : 1000 :: /36|2COF : FB20 : 9000 :: /36
and medium-sized clients. They 2COF : FB20 : 2000 :: /36/2COF : FB20 : A000 :: /36
are, usually, respectively given 2COF : FB20 : 3000 : /362COF : FB20 : BOOO :: /36
prefixes with /48 and /56 as 2COF : FB20 : 4000 :: /36/2COF : FB20 : C000 :: /36
2COF : FB20 : 5000 :: /36 /2COF : FB20 : D000 :: /36

2COF : FB20 : 6000 :: /36/2COF : FB20 : E00O0 :: /36
is the small-sized clients which  3cor: FB20 : 7000 = 736 2COF : FB20 : F000 = /36
usually has prefixes with /60 or
/64 as length.

To aggregate the prefixes or the subnets generated from the prefix 2COF :
FB20 :: /32, we propose the following process:

Let k and n be integers where K is the number of client categories and
ne{2,4,8,16}.

length. The third client category

Step 1: Determine k and the prefix length of each category:

— 15t case: k = 1.
In this case, the ISP is using the prefix 2COF : FB20 :: /32 to generate
prefixes for one client category. For illustration purposes, we take /36 as the
prefix length of this category.

— 2" cage: k > 1.
In this case, the ISP is using the prefix 2COF : FB20 :: /32 to generate
prefixes that will be offered to clients from different categories. For illustration
purposes, we take k=2, /36 and /40 as the prefix lengths of these categories.
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Step 2: If k = 1 then we follow the following substeps:

1. Generate all the subnets related to 2COF : FB20 :: /36. We get the prefixes
listed in Table 3.
2. Sort the generated prefixes in ascending order (The prefixes in Table3 are
already sorted). We consider that: A000 <B000 and 1000 < 2000.
3. Represent each prefix in Table 3 with a node (See Fig. 7):
4. From the left to the right we begin the aggregation, in every aggregation level:
— We specify the value of n.
— We arrange the nodes into groups of n nodes. Each group will be repre-
sented by a new node.
— The new node label is the, nodes labels, summary of its corresponding
group.
— We aggregate the new nodes in the next aggregation level.
We repeat the aggregation process until we get one node. By applying this
process we get:

2COF:FB20::/36 O

2COF:FB20:1000::/36 O
2COF:FB20:2000::/36 O
2COF:FB20:3000::/36 O
2COF:FB20:4000::/36 O
2COF:FB20:5000::/36 O
2COF:FB20:6000::/36 O
2COF:FB20:7000::/36 O
2COF:FB20:8000::/36 O
2COF:FB20:9000::/36 O
2COF:FB20:A000::/36 O
2COF:FB20:B000::/36 O
2COF:FB20:C000::/36 O
2COF:FB20:D000::/36 O
2COF:FB20:E000::/36 O
2COF:FB20:F000::/36 O

Fig. 7. Representation of prefixes with nodes: The nodes are sorted in ascending order.

Level O: In this level (See Fig.8), we have the same nodes as in Fig. 7.
Level 1: In this level, we aggregate the nodes of Level 0. Let n=2 (It
can also be 4, 8 or 16), as shown in Fig.8, the first group of n nodes is

2COF:FB20::/35
36 O
36 O
36 O
136 O
36 O
36 O

2COF:FB20:C000::

QL QO QA

2COF:FB20::/36
2COF:FB20:1000::/36
2COF:FB20:2000::/36 O
2COF:FB20:3000::/36 ()
2COF:FB20:4000::/36 O
2COF:FB20:5000::/36 O
2COF:FB20:6000::/36 O
2COF:FB20:7000::/36 O
2COF:FB20:8000::/
2COF:FB20:9000::
2COF:FB20:A000::
2COF:FB20:B000:
2COF:FB20:D000::
2COF:FB20:E000::/36 O
2COF:FB20:F000::/36 O

I
«Q
0

. The aggregation process
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formed from the nodes labeled with the prefixes 2COF : FB20 :: /36 and
2COF : FB20 : 1000 :: /36, this group is represented in Level 1 with a black node
(The representative node) labeled with the summary 2COF : FB20 :: /35 (The
summary of 2COF : FB20 :: /36 and 2COF : FB20 : 1000 :: /36). In the same
way, we create the representative nodes (The black nodes) for the remaining
groups as shown in Fig. 9.

- Yol n w0 w0 0 0 [Te]
! [ ™ el (32 ™ [ e
[ S S S S S S S
[ o o o o o o o
— L o o o o (=} o o
38 & ¥ © © & ©
52 § § 5§ § § § g
3w m m m 0 o o o
‘% LL LL LL LL |_|_ |_|_ |_|_
| [ [ i 0
O S S S S I'ol' I'o" LCL)
= Q Q Q Q @) 8] o
134 134 34 13 & & I
—
|
|
IO O OO © O O O O© © O©W © © © © O
QY 0 0 Q000 QQRRQQQ
|
O\OOOOOOOOOOOOOOOO
T NO OO0 O 0O 90O 9O 90 90 9O 9O 9 9O 9O 9
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B LH NM ITH O N oo g@oO0OWlL
S S8 888888883838 ¢8 S
R M N0 000000 MmMmMomM©MOMD
R SV T T R TR o T i i T
! N R VS T TN
- 000 0000008038060
A AN A A JdgR SRS

Fig. 9. The aggregation process

Level 2: In this level, we aggregate the nodes of Level 1. Let n=2 (It can
also be 4 or 8, but it cannot be 16 because the number of nodes to aggre-
gate is not multiple of 16). As shown in Fig. 10, the first group of n nodes
is formed from the nodes labeled with the prefixes 2COF : FB20 : /35 and
2COF : FB20 : 2000 :: /35, this group is represented in Level 2 with a black
node (The representative node) labeled with the summary 2COF : FB20 :: /34
(The summary of 2COF : FB20 :: /35 and 2COF : FB20 : 2000 :: /35). In
the same way, we create the representative nodes (The black nodes) for the
remaining groups.

Level 3: In this level, we aggregate the nodes of Level 2. Let n = 2 (n can also
be 4 but it cannot be 8 (Resp. 16) because the number of the nodes to aggregate
is not multiple of 8 (Resp. 16)). As shown in Fig. 11, the first group of n nodes is
formed from the nodes labeled with the prefixes 2COF : FB20 :: /34 and 2COF :
FB20 : 4000 :: /34, this group is represented in Level 3 with a node labeled with
the summary 2COF : FB20 :: /33 (The summary of 2COF : FB20 :: /34 and
2COF : FB20 : 4000 :: /34). Likewise, we create the representative nodes for the
remaining groups as shown in Fig. 11.

Level 4: In this level, we aggregate the nodes of Level 3. Let n = 2, it
cannot be 4 (Resp. 8 (Resp. 16)) because the number of the nodes to aggregate
is not multiple of 4 (Resp. 8 (Resp. 16)). As shown in Fig. 11, we can create
just one group of N nodes which is formed from the nodes labeled with the
prefixes 2COF : FB20 :: /33 and 2COF : FB20 : 8000 :: /33, this group is
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Fig. 11. The aggregation process: The basic logical model
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represented in the level 4 with a black node (The representative node) labeled
with the summary 2COF : FB20 :: /32 (The summary of 2COF : FB20 :: /33
and 2COF : FB20 : 8000 :: /33).

Level 4 (See Fig. 11) contains just one node, therefore the aggregation process
is ended.

Step 3: If k > 1 (the 2"¥ case) then we proceed as follows.

1. Select the client category that has the smallest prefix length.

2. Apply the substeps of Step 2.

3. From the remaining client categories, select the client category that has the
smallest prefix length.

4. Use at least one of the leaves labels, of the tree gotten in (2), as a prefix and
apply the substeps of Step 2.

5. We recursively reapply the substeps (3) and (4) as long as we have remaining
client categories.

In other words, for illustrative purposes, in the 2" case we took k = 2, /36
and /40 as prefix lengths of the client categories. According to the basic address
plan structure shown in Fig. 3, we generate the prefixes related to the category
/36 then we use at least one of them to generate prefixes related to the category
/40. Therefore, to generate the corresponding logical model, we do the following
substeps:

2COF:FB20::/36

Level 3

2COF:FB20:0800::/37

Level 2

Level 1

COF:FB20::/38
0F:FB20:0400::/38

COF:FB20:0800::/38
0F:FB20:0C00::/38

-
2COF:FB20::

—

=

Level 0
2COF:FB20::/40

2COF:FB20:0100::/40

2COF:FB20:0200::/40
2COF:FB20:0300::/40
2COF:FB20:0400::/40
2COF:FB20:0500::/40
2COF:FB20:0600::/40
2COF:FB20:0700::/40
2COF:FB20:0800::/40
2COF:FB20:0900::/40
2COF:FB20:0A00::/40
2COF:FB20:0B00::/40
2COF:FB20:0C00::/40
2COF:FB20:0D00::/40
2COF:FB20:0E00::/40
2COF:FB20:0F00::/40

—

Fig. 12. The aggregation process: Level 0: We have the generated prefixes. Level 1:
We aggregate the nodes of Level 0 with n=4 (It can also be 2, 8 or 16). Level 2: We
aggregate the nodes of Level 1 with n=2 (It can also be 4 but it cannot be 8 (Resp.
16) because the number of nodes to aggregate is not multiple of 8 (Resp. 16)). Level
3: We aggregate the nodes of Level 2 with n=2, n cannot be 4 (Resp. 8 (Resp. 16))
because the number of nodes to aggregate is not multiple of 4 (Resp. 8 (Resp. 16))
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. We select /36: it is the category that has the smallest prefix length.

. By using 2COF : FB20 :: /36 as a prefix we apply the substeps of Step 2.

In the end we get the tree seen in Fig. 11.

. We have only one remaining category: /40, thus we select it.

. From the leaves labels of the graph presented in Fig. 11, we choose one: let

be the label 2COF : FB20 :: /36. Afterwards, we consider the prefix 2COF :

FB20 :: /36 as the generating prefix, instead of 2COF : FB20 :: /32, then we

reapply the substeps of Step 2:

(a) From 2COF : FB20 :: /36, we generate all the subnets related to the
category /40.

(b) We sort the generated prefixes. We consider that: 0A00 < 0B00.

(¢c) We represent the prefixes with nodes (See Fig. 12-Level 0).

(d) We aggregate the nodes (See Fig. 12):

In Fig. 12, the root of the tree (The black node) is already a leaf in the tree

presented in Fig. 11. Thus, by merging the two graphs we get the tree presented
in Fig. 13.

Finally, the AS is given in general more than one Global Routing Prefix

therefore its logical structure is a forest where the Global Routing Prefixes are
the roots of its trees.
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Fig. 13. Aggregation process
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5 Discussion

The basic address plan structure (Fig. 3) depicts how to generate subnets. How-
ever the logical model proposed in this paper shows how to group these subnets.
Furthermore, the hierarchical structure of the proposed model allows to mini-
mize and divide up the routing tables and consequently increase the speed of
the routing process: On one hand, by looking at the logical model presented in
Fig. 11, the network architects may know the order of connecting the subnets
together, and the order of connecting the flows or the traffic coming from them.
The more we mess the order presented in Fig. 11, the more the routing tables
sizes of this network become bigger. On the other hand, as already mentioned
the node X is the node that deliver the summary X, in Fig. 11 whenever the
node 2COF : FB20 :: /32 receives a packet whose destination is one of the leaf
nodes, the node 2COF : FB20 :: /32 has two options whether give it to the node
2COF : FB20 :: /33 or the node 2COF : FB20 : 8000 :: /33. The both will have
also two options. Furthermore, suppose the leaf nodes are directly connected to
the root, in this case the node 2COF : FB20 :: /32 has 16 options in its routing
list. It is obvious that searching in a list of two options is faster than searching
in a list of 16 options.

Table 4. Th t
5.1 The Value of n ¢ arrangemen

1*" arrangement|2"? arrangement|3’" arrangement
By looking at the binary 0000 0000 0000
format of the hexadecimal 0001 0001 0001
digits (1, 2, 3, 4, 5, 6, 0010 0010 0010
7, 8 9, A B, G D, E, 0011 0011 0011
F) in ascending order, we 0100 0100 0100
notice that according t'o 0101 0101 0101
jche value of the first bl.t 0110 0110 0110
in the left, the hexadeci- 0111 0111 0111
mal digits are divided into 1000 1000 1000
two groups, each group has 1001 1001 1001
8 elements as shown in 1010 1010 1010
the first column of Table 4. 1011 1011 1011
Likewise, according to the 1100 1100 1100
value of the second (Resp. 1101 1101 1101
the third) bit in the left, 1110 1110 1110
each group presented in the 1111 1111 1111

first (Resp. the second) col-
umn of Table4 is divided into two groups, each group has 4 (Resp. 2) elements
as shown in the second (Resp. the third) column of Table 4.

By looking at the prefixes presented in Table3, we notice that their 9t
hexadecimal digits are different but their first 8 hexadecimal digits are the same,
therefore these prefixes can be arranged into one group of 16 elements.

Hence we may assume that n € {2,4,8,16}.
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5.2 Flexibelity of the Proposed Logical Model

The proposed logical model is totally
flexible. Whenever we apply the follow-
ing rule, we get a new logical model.

In Fig. 11, we call the node 2COF :
FB20 : E000 :: /35 the 15t order repre-
sentative of the node 2COF : FB20 :
F000 :: /36 and the node 2COF
FB20 : C000 :: /34 the 2" order rep-
resentative of the node 2COF : FB20 :
F 000 :: /36.

Rule: Let X, Y and Z be nodes, where
Y (Resp. Z) is the 15t (Resp. 2"9) order
representative of X. If Y is deleted X
will be directly connected to Z.
For example, by deleting the nodes
2CO0F : FB20 : /35 and 2COF
FB20 : C000 :: /34 the logical model
seen in Fig. 11 becomes as shown in the
simulation presented in Fig. 14.
Last and not least, the choice of the
logical model depends on the features
of the routers that will be used in the Fig. 14. Flexibility of the logical model
network: The more the router has good features the more its routing table can
be long.

6 Conclusion

We believe that the great purpose of modeling is solving problems. The hier-
archy of the model presented in this paper uses effectively the summarization
technique and its flexibility permits to divide up the routing tables between
routers according to their features. Consequently, implementing networks based
on the proposed logical model may help to resolve the problem of the enormous
growth of routing tables and increase the speed of the routing process.
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Abstract. With the fast evolving cloud market, many enterprises have attempted
to move their legacy application in this new environment to take its full advantage.
However, this move is strongly associated with the fact of packaging the legacy
application in an image or in a container encapsulated into a virtual machine and
deployed in a single instance.

So, the need of making the legacy application more agile and flexible is
becoming a must on moving to a cloud environment, yet to fully benefit from it.
It is important to change the architecture of the legacy application before
deploying it in a cloud environment. In consequence, there is a need for an
approach that assure two important things: how the architecture of legacy appli-
cation has to be changed to transform it into a cloud native application architecture
and then to be deployed it in a cloud environment.

In this work, we propose a modernization iterative and incremental process
to overcome the listed issues above. This process is based on the concept of smart
use case combining with the architecture driven modernization (ADM) approach.
The last consists on followed the steps: Reverse Engineering, Transformation/
Upgrade, and Forward Engineering. This process aims to not only raise the IT
agility, but moreover its business agility.

Keywords: Cloud computing - ADM - Smart use case - Native cloud application
Legacy application

1 Introduction

Cloud computing has changed the way that the application is developed, delivered,
consumed and managed. The goal is to take advantage of the numerous cloud benefits
such as agility, continuity, cost reduction, autonomy, and easy management of resources
[1]. Though, enterprise adoption of the cloud has been lately grown up [2].

However, a migrated application may not benefit from the cloud as long as a migra-
tion concept is simply considered as packaging the legacy architecture into a virtual
machine instance. although, this migrated application is tended to be considered as a
native cloud application, focusing on pay as you go model [3, 4]. This type of migration
generally aims to involve some legacy technologies of the application.

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 17-27, 2018.
https://doi.org/10.1007/978-3-319-74500-8_2
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Hence, as a consequence of this, the migrated application keeps the same complexity
as before, even if it may be built modularly. That complexity may be appeared in the
following ways: the application is deployed as a single unit, scaled as a single applica-
tion, needed to redeploy the whole application in case either updated, maintained or
added new features, and the entire application will be felt down if just one service is out
of order.

However, it’s not just putting the application into the cloud or splitting it into smaller
containers or images. It has to be redesigned, re-architected in a way that exploits full
benefits of cloud.

The reason behind the cloud migration, is to transform into a native cloud application
to ensure business continuity requirements as well as the longevity of IT. As a conse-
quence, there is a need for such a transformation to truly gain agility in running on a
cloud.

This paper investigates the process of modernizing the legacy application by means
of transforming into a cloud-native application and by transiting to a cloud environment.
To tackle this problem, an Architecture Driven Modernization (ADM) approach has
been adopted.

The remainder of this paper is structured as follows. Section 2 describes related
research to this work. Section 3 explains the background used. Section 4 presents a
proposed approach. Finally, Sect. 5 concludes the paper.

2 Cloud Migration Methods

The direction of this work is for the modernization legacy application and for the migra-
tion to a cloud application. In the literature, cloud migration may be classified into the
followed three categories [5]:

2.1 Replace Component(s) with Cloud Offering

This is the least invasive type of migration, where one or more (architectural) compo-
nents are replaced by cloud services [6]. This type of migration is considered as a cloud,
enhancing treatment around the legacy application, rather than a pure cloud enabling [7].
This type of migration requires a series of reconfigurations to adjust incompatibilities
to use functionalities of the ported layer [8] and may be more expensive than rewriting.

Although Fehling et al. [2] identify two mainly challenges of the replacement
strategy: the maintenance of the new system, which will not be as familiar with the old
system; and the lack of a guarantee that the new system will be as functional as the
original one.

2.2 Outsourcing and Wrapped

The application functionality which is based on exposing them as services, hosting and
running in a cloud environment. It requires the modernization of the legacy system by
presenting them as autonomous components Service Oriented Architecture (SOA) in
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order to take many advantages offered by SOA technology. Although the migration of
a legacy system towards SOA 1is not an easy task, it must answer two major questions
such as: what can be migrated from the legacy system [8], and how can be executed the
migration process [9]. As a result, not all legacy systems have matured enough to take
up this transformation, and two studies are required for moving to the Cloud:

o Establishing a study to migrate to SOA
e Establishing a study to migrate to SOA application to the cloud

2.3 Cloudified

This technique is focused on at the level of architectural models by redesigning the
architecture of a legacy system within a service oriented architecture.

To sum up, the most of the presented cloud migration methods are mainly based on
migrating to SOA autonomous components. This concept has potential advantages, but
has also some significant drawbacks. As examples, not all applications are enough
mature to transform it into services and not all legacy application’s functionalities are
able to be reused by exposing them as services.

3 Background Theory

3.1 Architecture Driven Modernization

Concept

Architecture Driven Modernization (ADM) is an initiative’s Object Management Group
(OMG) launched in 2003 [10], which has been promoted as the process of understanding
and transforming a legacy system following model driven development principles [11].
The goal of the ADM is to conduct the reengineering processes following the model
driven architecture (MDA) by representing all the artifacts as models, i.e., platform
independent model (PIM), platform specific model (PSM) and computational-inde-
pendent model (CIM) [12].

ADM is concerned with the modernization of all aspects of the current architecture
system and transformation to a new target architecture based on user’s perspectives.
ADM copes with all model harmoniously, which allows formalizing a model to model
transformation between them by means of all the principles of model-driven engineering
(MDE), i.e., models, metamodels, models-transformation. The models produced in the
process of the ADM may be able to be reused.

The ADM process is divided into three major phases [13]:

e Reverse engineering: it is the phase of analyzing the legacy system to identify its
components and their relationships. This phase aims to represent the system at a
higher level of abstraction through obtaining models.

e Transformation/Upgrade: this phase aims to transform the source models, resulted
from the previous phase, in target models at the same abstraction level.

e Forward engineering: this last phase is about to generate the new system from the
target model at a low abstraction level.
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Standard: KDM

As stated before, ADM is the conduction of engineering process considering MDA
techniques. To carry out a software modernization, ADM has provided Knowledge
Discovery Metamodel (KDM). KDM is an OMG specification which represents infor-
mation related to existing software systems. The goal of the KDM is to define a meta-
model to represent all artifacts of the legacy system such as user interfaces, source code,
data-bases, configuration files, etc. [11].

KDM assists in the whole process modernization, by building models at different
abstraction levels from different legacy system artifacts along ADM phases, i.e., reverse
engineering, transformation/upgrade and forward engineering. In the first phase, KDM
is used to represent the legacy system as models by obtaining KDM models. In the
second and last phase, KDM is considered as a common repository which has the ability
to exchange information between all legacy system artifacts.

The meta model of the KDM [13] is divided into four layers: infrastructure layer,
program element layer, runtime resource layer, and abstraction layer.

Each layer is represented as packages. In turn, each package has a set of metamodel
elements which aim to represent a certain independent facet of knowledge related to
existing software systems.

3.2 Native Cloud Application

Cloud native application is purpose built and ran to fully exploit the advantages of the
cloud computing model.

National Institute of Standards and Technology (NIST) [14] defined cloud
computing as a model for enabling ubiquitous, convenient, on-demand (ability to adjust
computing capabilities as needed) network access (availability computing capabilities
over the network) to a shared pool (multi-tenant service) of configurable computing
resources (e.g. networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort (scale rapidly with demand)
or service provider interaction.

We provide a definition of a native cloud applications by specifying their properties.
According to [15], the cloud native application should ensure IDEAL properties, by
being:

e [solated state: it means the application doesn’t hold a state.

e Distributed by nature: components are distributed among resources in the environ-
ment.

e Elastic by scaling out: ability to add the independent IT resources to address
increasing workload the number of resources assigned to an application.

e Operated via an Automated management system: the ability to manage, automatically
adding and removing the resources during runtime.

e And its components should be Loosely coupled: it’s about reduce the dependencies
between application components.
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In this paper [16] the authors present the common motivations behind moving to
cloud-native application architecture, such as:

e Deliver software-based solutions more quickly (speed): The ability to innovate,
experiment, and deliver value more quickly.

e Fault isolating: limit the scope of a failure in any one component to just that compo-
nent; it reflects the ability to limit a bugger program from affecting another program.

e Fault tolerating: it prevents a failure in one of the components, if an application
crashes, some detection will see it’s a problem, destroy the broken instance, and
replace it with a working new one.

e Automatic recovering way (safety): engaging in the automated process of identifi-
cation and recovery.
Enabling horizontal instead application scaling.
And finally, client diversity: to handle a huge diversity of (mobile) platforms and
legacy systems.

4 Proposed Method

This section presents the concept of the smart use cases, its definition and its use. Then,
the modernization chain is explained with its process steps.

4.1 Smart Use Case Concept

According to [17], this concept comes to answer many issues (various stakeholders,
heterogeneous technologies used...) in a software development project, which is char-
acterized by functional and technical highly complex. In order to mitigate this
complexity, the project would be expressed using a single of unit work, which in turn
is expressed in the smart use case. By and large, the functional requirement of the project
is modeled using traditional use cases, from defining the users’ objectives to execute the
steps. However, the traditional use case may vary considerably in its size and its
complexity in terms of identification and realization of services. This makes the tradi-
tional use cases hard to specify, so in a result, it will be hard to implement and hard to
test too. As an example, a use case may be required a hundred pages, a hundred scenario
and many services to be described.

So for designing the smart use cases, the use cases are split up into different levels
of granularity in terms of size and complexity, such as:

Cloud: regroups clusters of the different business process that belong together.
Kite: Individual business processes are generally placed.
Sea: In this level, each single use case describes a single elementary business process
and achieves a single goal.

e Fish: This level is used to model autonomous functionality supporting the sea level.
Claim: the processes often need to be deeply modeled appeared as sub steps in its up
level.
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4.2 The Modernization Chain

This method is mainly based on ADM combined with the smart use cases concept.
The following Fig. 1 shows the whole process steps:

Fig. 1. Modernization and cloud migration framework

Reverse Engineering
It’s the stage of analyzing a system to identify components and relationships of the
system, and to design new representations of the system in another form or at a higher
level of abstraction.

The reverse engineering stage consists of two sub-stages:

Source code to KDM

The first sub-stage is about the code, reverse engineering, which aims to recover the
model code of the application, and to create PSM conformed to KDM metamodel. This
sub-stage is supported by means of code-to-model transformation. The PSM resulted is
a model tailored to specify a system in terms of a specific platform, i.e., JAVAEE,
expressed in Unified Modeling Language (UML). The subset of UML diagrams that are
useful for PSM, includes the class diagram and the state diagram. This sub-stage is
automated with MoDisco tools [18] to extract models from such applications. MoDisco
proposes a generic and extensible metamodel-driven approach to model discovery. This
tool is taking as an input source code, and producing as an output, a KDM model
conformed to the KDM metamodel.

For a given example, MoDisco takes as an input Java code source discovers to Java
code model, which represents every artifact in the entered code source, and as an output
KDM model. This resulted by means of Java-to-KDM model transformation between
Java model and KDM model passing by an intermediate Java source code model.
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KDM to PIM
In the second sub-stage is about to transform the KDM into PIM-UML models by means
of a model to model transformation, that takes as an input a model conforming to the
KDM metamodel and produces as outputs models conforming to the UML metamodel.
In order to be achieved, we propose two kinds of model to model transformations,
in a way the source metamodel corresponds to the KDM metamodel and the both targets
metamodels correspond respectively to the UML metamodel of use cases and UML
metamodel of a class diagram. Those two model-to-model transformations specified are
represented as follows:

e The first model to model transformation, calledKDM2UseCases transformation,
produces use cases diagram as the first target model from the KDM source model.

e The second one, called KDM2ClassDiagram, produces a class diagram as the second
target model from the KDM source model.

Transformation/Upgrade

In this second stage, PIM source will be the subject of transforming to PIM cloud. PIM
cloud is defined as a model to design a native cloud application as discussed in the
previous section.

PIM cloud will be designed in a manner that each business functionality does one
thing independently. PIM cloud should conform to this cloud application metamodel
[19, 20].

The aim of this stage is, to end up with PIM cloud, which will be mapped to any
cloud platforms given. For this purpose, this stage has two inputs generated in the
previous stage: class diagram and use cases of the application.

Class diagram describes the state of the application by attributes, and its behavior
through operations as well as the relationships (association, aggregation...) which
represent the logical connections between classes. The class diagram is used to define
the conceptual model for a given domain. The domain is decomposed into a set of
conceptual classes; he subject area to which the user applies a program is the domain of
the software.

Understanding the domain models of the application is by means of the PIM source
represented at the highest level of abstraction regardless of any implementation
complexity.

In order to transform the PIM source into PIM cloud, two sub-stages should have
taken:

o Extract different domain models of the application by means of UML class diagram.
Each package will be represented as a set of classes describing all entities in a given
domain. The aim of this sub-stage is to mitigate the complexity of the application by
structuring it into separate domains with well defined bounded context- where a
domain model is defined and applicable.

e A use case describes the functionalities of the application and the processes to be
performed. Each use case overviews a piece of functionality and describes a set of
actions to be done. The smart use case will be identified as sub-functions of its use
case mother. Each smart use case represents an elementary business process.
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This use case will be decomposed into two levels of granularity: a sea level and a
fish level use case.

The sea level use case describes a single use case that represents the elementary
business process, and the fish level use case represents zero, one, or more use cases that
support the execution of the sea level use case.

So, with the concept of smart use cases, PIM cloud will be made up of granularity
of use cases, which make it easier to be implemented, tested, deployed, scaled and so
on. A single elementary business process is modeled in a smart use case.

Additionally, this decomposition of PIM cloud makes the business application more
agile that makes easier to add new business functionalities to the application.

In the end, each smart use case will be tied to its business process, to which is belongs.
In turn, its business process mother will be assigned to its own domain model, in order
to keep the smart use related to the domain together.

Since PIM is transformed into PIM Cloud, with the granularity of use cases and well
defined separated domains, so from now on, PIM Cloud will be able to be implemented
into any given provider cloud platform.

Forward Engineering Stage: Transformation PIM Cloud to PSM Cloud
After transforming the PIM to PIM cloud, the latter may be represented by means of
smart use cases, which will be the subject of the target cloud platform, by means of a
PIM cloud of PSM cloud transformation.

It is important to note that this PIM cloud may be transformed to any given platform
clouds.

The smart use case is treated as input models that can then be transformed down to
code.

In this stage, we present how to transform this PIM cloud to cloud platform specific
model. Each smart use in the PIM cloud will be implemented in the following way:

e A smart use case is implemented independently, which enable the application to be
speedy scalable and deployed.

e FEach smart use case handles, navigation separately, which ensures supporting a huge
diversity of user interfaces.

e FEach smart use case executes individual tasks, addressing a very specific business
scope.

o Each smart use case has its own domain which ensures the relation between the smart
use of its domain (package).

e And finally, each smart use case has its own database which enables to have different
types of cloud storage.

5 Comparaison Cloud Migration Methods

The spite the fact that the following methods, studied in this paper [5], are based on the
models paradigm, the application resulted, migrated and deployed to the cloud, doesn’t
conform to cloud native application properties cited in the third section. The following



Model Driven Modernization and Cloud Migration Framework 25

Table 1 illustrates how the output of the following methods doesn’t respect those criteria
to be a native cloud application.

Table 1. Comparative study cloud migration methods

Methods | Criterion
Speed | Resiliency |Scale |Loosely | Addnew | Deploy, update, | Distributed
coopled |features | maintain
modularly

Cloud- No No Yes No No No No

MIG [21]

Remics No No Yes Yes No No Yes

[22]

Artist [23] | No No Yes No No No No

Based on | No No Yes No No No No

service

[24]

PaaS No No Yes No No No No

migration

[25]

The key of interpretation this tabular, is in the following way: each table cell value
determines whether those cloud migration methods have been included the native cloud
application properties. For instance, CloudMIG doesn’t respect any cloud application
proprieties marked by the value “No”. As a consequence, we have noticed that the
present methods aren’t effectively realized resiliency, speed, adding new features...
objectives behind moving forward to cloud environment.

The presented methods have particularly focused on the way to adapt and to adjust
the legacy application to be deployed in a cloud environment. However, this way may
hold the same complexity as before, even if it may be built modularly. That complexity
may be appeared in the following ways: the application is deployed as a single unit,
scaled as a single application, needed to redeploy the whole application in case either
updated, maintained or added new features, and the entire application will be felt down
if just one service is out of order. Nevertheless, our proposed method mitigates this
complexity through transforming PIM into PIM cloud, which the latter is composed of
granularity of smart use case, that will be deployed, scaled, updated and maintained
modularly. This PIM cloud conformed to native cloud application architecture.

6 Conclusion

This work has presented a modernization iterative and incremental process for
supporting a transition to a cloud environment and a transformation legacy application
architecture to a cloud native application. In concrete, the goal of the modernization
process presented has consisted on adopting ADM combined with the smart use case.
This process has aimed to make the application more agile to ensure business continuity
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requirements as well as the longevity of IT. Thanks to this process, the application may
be scaled modularly, and the components of the application, which means the smart use
cases, were implemented, deployed, configured, distributed and maintain independently.
It is important to note that this modernization iterative and incremental process is semi-
automatically supported at the moment, notably transformation/upgrade and forward
engineering stages, which are developed and applied by tailored transformation chain
for a particular application. Future direction includes the approve this approach by using
case study and make our process automated.
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Abstract. The Smart Grid is an intelligent power network featured by its two-
way flows of electricity and information. The integrated communication infra-
structure allows Smart Grid systems to manage the operation of all connected
components to provide reliable and sustainable electricity supplies. The Home
Area Network (HAN) is a dedicated network connecting devices in the home, as
well as electrical vehicles. The HAN market is now emerging within the smart
grid sector to serve home with different solutions. Such solutions should be
devised with rigor to avoid any possible errors or anomalies along the process life
cycle, from inception until deployment and operation. Modeling and validation
is one of the powerful techniques used to achieve such goals. This paper presents
an approach to modeling and validating the HAN network and its four services.
We use SDL (Specification and Description Language) as a standardized
language to describe especially the “demand response” service and its two
programs types. The resulting design is a generic model that focuses on the main
functions of the HAN network. We then validate the resulting SDL model using
the reachability analysis technique with the support of IBM Rational SDL suite.
The final validated model can be used to generate code for concrete or virtual
Smart Grid solutions.

Keywords: Smart Grid - Communication protocols and services
Formal modeling - V&V - Reachability analysis - SDL - MSC - HAN

1 Introduction

Smart Grid, as shown in Fig. 1, is an integration of power delivery systems with commu-
nication and information technology (CIT) to provide better services and improve the
traditional electrical grid to be more reliable, cooperative, responsive, and economical.
It is a complex system, made of a large number of heterogeneous entities with local
interactions, multiple levels of structure and organization, which forms a whole system
that is both hard to predict and describe. In order to analyze Smart Grid systems, the
network architecture must be defined with all the communication protocols and inter-
faces between its composing entities. One of the main components of Smart Grid
systems is the Home Area Network (HAN). It has commanded a great attention among
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researchers and solutions’ providers because it has many facets that must be examined
by utilities with regard to its use and potential benefits for both customers and providers.

Fig. 1. Smart Grid

In a previous work [1], we have shown that there are several conceptual models
proposed by international organizations, such as NIST, ITU and IEEE; and each country
or utility defines its own network based on these models. Also the technologies involved
in the implementation are widely different because the smart grid supports both wired
and wireless technologies. To cope with the complexity and the diversity of SG systems,
modeling is one of the powerful techniques that can be used to visualize the system,
simulate it and validate it before proceeding to its development.

This paper proposes a generic model for the HAN network in SG systems. This model
describes the structure and the behavior of the HAN, especially in terms of offered
services according to the U.S. Department of Energy (DOE) report [2]: Advanced
Metering Infrastructure (AMI), Demand Response (DR), Electric Vehicles (EV) and
Distributed Energy Resources and Storage (DER). It takes into account the energy
generation and management, the in-home devices administration and the connection
with utility grid. We use SDL (Specification and Description Language) as a standar-
dized language to describe especially the DR service and its two programs types. The
resulting design is a generic model that focuses on the main functions of a HAN network.
We then validate the resulting SDL model using the reachability analysis technique with
the support of IBM Rational SDL suite. The final validated model can be used to generate
code for concrete or virtual Smart Grid solutions.

The remainder of this paper is organized as follows. Section 2 gives an overview of
the HAN network and describes its main components and functionalities, especially the
DR service and its two programs. Section 3 introduces the modeling process of the Smart
Grid using SDL. It presents our design approach in terms of UML use case diagram, an
MSC (Message Sequence Charts) for the main scenario, and the SDL diagrams (the
structure, the data, and the behavior aspects) for the most important components of the
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HAN. Section 4 addresses the verification and validation of the model. Section 5
concludes the paper and presents future work.

2 Overview of HAN

A Home Area Network (HAN) is a network contained within a user’s home that connects
user’s appliances and electrical vehicles. It also contains software applications to
monitor and control these devices, as well as other resources such as renewable resources
and energy storage equipments. In our previous work [1], we presented a smart grid
communication infrastructure model based on international roadmaps and guides, and
in particular, we described the HAN architecture as shown in Fig. 2.

| PEV

! HD

_— [=warT |
METER |

Fig. 2. The HAN architecture

The main component of the HAN is the Home (or Customer) Energy Management
System (HEMS). It utilizes renewable energy effectively by visualizing load equipment
information in the home (such as air conditioner, storage battery and EV) and controlling
it properly. So, it optimizes the performance of energy generation, consumption and
storage in the HAN. This component is generally integrated with the In-Home Display
(IHD) but could theoretically be considered separately. This IHD is an interface, between
the customer and the home, connected to all devices in HAN. It is designed to deliver
information related to energy such as consumption, pricing, or service messages from
utility. Other components are the Energy Services Interface (ESI) and the Smart Meter
(SM). The SM collects information about energy usage in the HAN, as well as manages
control services such as circuit disconnection. It can store the metering data internally,
and send it to utility via a two-way communications. On the other hand, the ESI is the
gateway, mostly provided by utilities, that routes data between the HAN and the



SDL Modeling and Validation of HAN in Smart Grid Systems 31

neighborhood area network (NAN). It can be considered as the HAN gateway through
which a customer’s HAN communicates with the utility companies or any other entity
that provides energy management services. Generally, The HAN gateway is embedded
in the meter device physically, but, it is logically separated from the meter. The last two
components are the appliance and the Plug-in Electrical Vehicle (PEV). Appliances are
all devices in the home that can be connected to the electricity network, and they may
include a technology known as Smart Plug (SP). To establish a secure communication
connection between utilities and the HAN, all HAN customer devices must register
themselves to HEMS. Then, the SPs collect the power consumption data for home
appliances, and send accumulated power consumption data for each appliance to HEMS
in each period of time. As to PEV, it is connected to grid and registered to HEMS like
other devices. It can charge its battery or send energy stored back to grid if necessary.

Note that the architecture of Fig. 2 requires a scalable, sophisticated, reliable and
fast communication infrastructure. Generally, the HAN appliances are equipped with
wireless or wired short range communication technologies, such as, ZigBee, TCP/IP
and PLC. The choice between these technologies depends either on the constraints
imposed by the utilities network, or on the user needs in case the network supports more
than one technology. This communication architecture allows customer to benefit from
smart grid services, the most important of which is the DR service. It reduces peak loads,
when the system is under stress, by minimizing the consumption of electric energy in
response to an increase in the price of electricity or heavy burdens on the system [2].
DR is achieved through the application of a variety of DR resource types, including
distributed generation, dispatchable load, storage and Plug-in Electric Vehicles. So,
anything that may contribute to modify the power supplied by the main grid, or somehow
affects electricity usage can be considered as a DR resource. In general, the DR resources
can be classified into two categories: reactive resources and proactive resources. Reac-
tive resources include customers that receive DR signals from a third party to reduce,
shift or shut down their demand in order to adjust their consumption voluntarily. On the
other hand, proactive resources refer to components which initiate a DR action by
sending requests or bids to the utility to either curtail their consumption in exchange for
payments, or to negotiate a price for buying energy.

Every customer may participate in what is called DR programs. The main reasons
for encouraging customers to participate in such programs vary from monetary savings,
to understanding the obligation to help avoiding blackouts, to a sense of responsibility.
DR programs are classified into two major categories, namely Incentive Based Programs
and Time-based Programs. Each of these categories contains several programs illus-
trated in Table 1 [4].

In the Incentive Based Programs the activities are initiated by the utility or the DR
Service Provider. Customers, participating in one of these programs, receive DR signals
from the provider in order to motivate them to reduce their electricity consumption in
exchange for an incentive payment, bill credit or contractual arrangements between
electricity suppliers and customers. Generally, DR signals are sent in times of high
electricity consumption and may be voluntary demand reduction requests or mandatory
commands. In voluntary programs like DLC or EDRP, customers are not penalized if
they do not curtail consumption. But in mandatory programs such as I/C, they suffer
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penalties if they do not curtail when directed. The adoption of Incentive Based DR would
bring benefits to both customers and utilities. In fact, the demand is changed to follow
available supply so that the amount of power generated is minimized significantly. This
reduces or even eliminates the overloads in distribution system. However, with the Time-
based Programs the electricity price changes for different periods. So, they rely on
customer’s choice to decrease or change their consumption in response to changes of
electricity’s price during a period. In the TOU program, the day is divided into blocks
of hours and the kWh price varies between blocks; the price for each period is prede-
termined and constant. In the RTP program, the price may vary as often as hourly, and
in the CPP program, very high prices are applied for certain peak days; the utility informs
the customer one day in advance of the critical peak pricing day. For the rest of this
paper, we assume that the customer is registered in two programs, one from each cate-
gory of Table 1.

Table 1. DR programs classification

Incentive based programs Time-based programs
Direct Load Control (DLC) Time-of-Use (TOU) program
Interruptible/curtail able service (I/C) Real Time Pricing (RTP) program

Emergency Demand Response Program (EDRP) | Critical Peak Pricing (CPP) program
Capacity Market Program (CMP)
Demand Bidding/Buy Back
Ancillary Service Markets (A/S)

3 The Modeling Process of Smart Grid

The modeling process of a complex system such as smart grid goes through several
steps. Generally, we start with defining the formal specification from an informal
description presented in RFC or other supports. Then, we use a tool for exhaustive
reachability analysis in the V&V (Validation and Verification) step. After that, we use
analytical or empirical methods to analyze the performance of the system. Then, we
move to the implementation step by generating an executable code using the validation
model. Finally, the conformance testing is applied to confirm that the implementation
conforms to the specification. Figure 3 illustrates the whole modeling process using SDL
(Specification and Description Language) and related support tools [8]. This paper
presents only our contributions with regard to the first two steps, namely the formal
specification and the validation and verification. The rest of the steps are left to future
work.
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Fig. 3. An overview of the SDL modeling process

3.1 Specification and Description Language (SDL)

The SDL language [5] is a standardized language used for the description of the archi-
tecture, the behavior, and the data of telecommunication systems. It has been developed
and standardized by the ITU (International Telecommunication Union) in the Z.100
Recommendation. The choice of this language is based on its several advantages and
characteristics. SDL is a graphical and open source language that does not depend on
operating systems. It includes traditional object-oriented features, such as encapsulation
and polymorphism, and provides a high degree of reuse.

In SDL, the architecture is modeled as a system containing one or more blocks. Each
block may contain either other blocks or processes. Each process contains an extended
finite state machine. State machines are interconnected with each other and with the
environment via channels and signal routes, which serve to transmit and exchange
signals. When a signal arrives to a state machine, it is saved in the queue. And when a
state machine consumes a signal from its queue, it executes a transition from one state
to another state. Figure 4 resumes this description [6].

Fig. 4. An overview of SDL model
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3.2 IBM Rational SDL Suite

The IBM Rational SDL Suite [7] (previously named Tau SDL Suite) is a real-time
software development tool for complex systems and software described using the SDL
language standard. The tool provides the following graphical interfaces: a drag-and-drop
SDL editor to draw the model from high-level specifications to detailed behavior, an
analyzer for errors and warning checking in the drawn system, a simulator for testing
the behavior of SDL systems, an explorer to validate this behavior using reachability
analysis and several other interfaces. With this tool, we can describe typical scenarios
of the communication behavior between system components and their environment by
means of message interchange with a visual trace language using the Message Sequence
Chart (MSC). And after the model simulation and validation, SDL Suite enables the
automatic generation of a C executable code.

3.3 Ouwur Design Approach of the HAN

We begin our modeling process with a simple use case analysis. The system consists of
three actors: the customer, the utility and the environment which refers to renewable
energy sources. Figure 5 shows the use case diagram. The “control device” use case
represents the act of controlling either the appliance, by powering on/off, or the EV by
plugging or unplugging it in the network and launch the charging process. This is repre-
sented by the “generalization” relationship between this use case and the “control appli-
ance” and “control EV” use cases. The customer actor can control the devices or define
parameters to authorize the storage change (allowing the sale of energy). The “change
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Fig. 5. The use case diagram of the HAN
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storage” use case extends three use cases: “control device”, “buy energy” and “generate
energy”’. This last is associated with the environment actor which represents all possible
sources of renewable generation (wind, solar...) as we mentioned before. The third actor
is the utility, which can either “consult the metering data” of a customer, send a bid to
“buy energy” or “control device” in the HAN by a DR process.

In order to provide a more visible interaction diagram, we can translate this use
case diagram into message sequence charts. We present here only the interaction
between the environment ENV (that includes the three actors: customer, environment
and utility) and the HAN system as shown in the Fig. 6. This is just an example of
possible MSC diagram, and we can even propose other MSC diagrams as many as
possible scenarios that our system can achieve. In Fig. 6, we start with the energy
generation, and then we allow the use home energy storage by devices or by selling
it to utility. The user powers on five appliances, plugs the EV and starts charging it.
Next, the utility consults the metering data of the customer, sends a bid to buy energy
and finally request the user to curtail the consumption. In the end, the customer shut-
downs appliances and unplugs the EV.

Fig. 6. A HAN MSC example
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3.4 SDL Model Description

Our SDL model consists of six entities. Each entity represents one of the components
in Fig. 1, except for customer DER and customer storage, which are grouped together
into a single entity. When a customer turns on an appliance, this latter sends a registration
request to IHD. The database is stored in the HEMS; it is permanently updated and can
be used when a RTP signal is received to know which device to turn off. The same
process is activated when an EV is plugged in the network; the only difference is that
customer has the choice to charge the car immediately or in an upcoming time. We
suppose that only one EV can be connected to the network at a specific time; however,
we can connect infinity appliances. The devices consumption is calculated by the smart
meter, and is sent to utility to calculate the billing tariff. But the user can decide to use
energy from utility grid or use its own energy generated by renewable sources and stored
in the home. In this case, the smart meter displayed value does not change.

The HAN receive RTP and Bid signal to, respectively, curtail its consumption and
sale energy to utility. We suppose that the HAN processes only one request from the
same type at a time. When the RTP request is received, the HEMS decides to accept the
curtailment or not depending on algorithm that we will explain in the next section. We
regroup the appliances in two types and three priorities. The types are CTRL and CRIT-
ICAL. The first one is controllable appliances; this type can be turned off if the RTP
request is accepted. For the critical type, the appliances are not affected by the signal.
Regarding the priorities, we chose three classes: the priority O for the CRITICAL; the
priorities 1 and 2 related to CTRL type. The difference between them is that the appli-
ances of type 2 can be turned off if the RTP signal requires this; however the appliances
of type 1 are crucial for customer, so that they cannot be affected by this signal. This is
only a simple method to choose the DR resources to turn off during the event. Other
complex methods and algorithms can be used, but this is out the scope of this paper. On
the other hand, in the process of selling energy, we compare the amount of energy
requested by utility and the energy stored in the home as well as the EV battery. If the
available power covers the utility needs, then the Bid is accepted. Else, it is refused and
the process stops.

The complete SDL model consists of over 20 pages of diagrams, and is available
online'. For the sake of space, only selected diagrams are introduced and explained in
the next section.

Behavior Specification

In this section, we present our SDL model for HAN network. The system level of the
model is presented in Fig. 7. We have six main blocks as we described previously. They
interact with ENV via 5 channels. Channels C1, C4 and C9 are related to customer
interaction with HAN; channel C11 is linked to the renewable energy resources and the
last one is C14 that connects the HAN with the NAN. The variables and signals of our
model are grouped into the HANmessages package.

! https://github.com/zahidsoufiane/HANmodel/.
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Fig. 7. The system view of the HAN SDL model

The Package HANmessages

We regrouped all declarations (variables, signals) in one package and we imported it in
the system level to be visible for all blocks and process. This package is called
“HANmessages” and is shown in Fig. 8. To make the scheme clearer, we regroup signals
of the same channel in SIGNALLIST. The “powerON” signal has four parameters,
namely, the ID, the type and the priority of the appliance; in addition to the consumption.
For this last parameter, it represents the device consumption in a specific time interval.

Fig. 8. Signal declaration of the HAN model
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In our case, this interval is 60 s. This is only a choice to avoid sending a very large
number of signals to update the metering data in unit time. This value can be change by
modifying the value of TIMER. Another signal is the “ConnectEV™. It has three param-
eters: the vehicle charge, which is a percentage value of the battery level, the consump-
tion like appliance, and the FULL parameter representing the amount of energy needed
to achieve a charge of 100%.

For the generation process, the signal is “RenewableE”, with two parameters: one
of type storage and the second of type duration. The storage variable stands for the energy
generated during the duration value. It can be changed and take into consideration other
parameters (seasons, temperature, wind movement...). The last two signals that we
describe here are the RTP and Bid signals, related to the DR process. The RTP signal
is identified by an ID, the amount of curtailment, the event duration and the new price
if the event is accepted. However, the Bid signal is defined by three parameters; an ID
as the RTP, the utility’s energy needs to be purchased from customer, and the sale price.

The Block HEMS

The block “HEMS?” is the main block in our model. It contains three processes, namely,
DeviceDB, EnergyUse and DemandResponse, as shown in Fig. 9. The process Devi-
ceDB is a database of all devices and EV plugged in the home. It stores information in
three array indexed by DevID and contain, respectively, the PID, the type and the priority
of devices; as well as a Boolean EVexist which indicates that an EV is connected to
home or not. These four variables are “revealed”, permanently and in real time, to other
processes in the same block. The second process, EnergyUse, is responsible for the
generation and metering operations. It contains a “revealed” variable “Store” showing

Fig. 9. The process view of the HEMS block
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the amount of energy stored at home. This variable value increases when the process
receives the signal RenewableE from ENV; and decreases if the energy is sold to the
utility or if the customer chooses to use internal storage instead of energy from the
grid.

The DemandResponse process manages the DR signals. Figure 10 shows the state
machine corresponding to Bid event. To do this, the process uses the value of two
revealed variables: Store and EVexist. When the Bid signal is consumed, the process
checks the Store value and compares it with the utility need. In case the Store covers
this need, the Bid is accepted. Otherwise, the process use a copy of EVexist to know if
an EV is plugged; if the value of this Boolean is false, the Bid is refused; else, the process
requests the EV charge of battery and goes to state waitBC. Upon receiving the Battery
charge, the process reads the real time value of Store, adds it to receiving EV charge
value and compares the sum to needed energy. The Bid is refused if the sum cannot
cover the utility request; otherwise, a revision requests are sent to Store and EV to update
their values. When a confirmation of revision is received (because the customer may
unplug the EV before the revision takes place), a confirmation of Bid accepted is trans-
ferred to the utility.

Fig. 10. The process DemandResponse: Bid event handling

On the other hand, the RTP event is presented in Figs. 11 and 12. We will discuss
the operation in two steps: the first step is the choice of DR resources concerned by this
event (Fig. 11); and the second one is to either accept or refuse this RTP (Fig. 12). The
process in this algorithm uses three “revealed” variables from other processes in the
same block: three arrays indexed by DevID and store the PID, type and priority of
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devices. The process uses also two other variables imported from “appliance” block: the
powerset, of created devices, that we mentioned earlier; and the consumption array of
these devices. The difference between a “revealed” and an “exported” variable is that
the first one is used to exchange variable value between processes in the same block and
inreal time; however, the “exported” mechanism shares a copy of variable value between
processes in two different blocks, so, the value of imported variable may be different
from the original variable.

Fig. 11. The process DemandResponse: RTP event handling

The step of DR resources selection starts with the consumption of RTP signal. The
process imports the two variables from “appliance” block and assigns their value to local
variables: Pi and CiArray. It tests the length of variable Pi; and if this length is not null,
we get an arbitrary element from this powerset with the “take” operator. Then, we “view”
the three “revealed” arrays and do three consecutive tests for the chosen element. The
objective of these tests is to know if the device is still ON, its type is CTRL and its
priority is 2. If the item validates these conditions, we add its consumption to the variable
ConsTotal (initialized to 0) and include the item to a new Powerset newP. After that we
delete the item from Pi and we go back to the start of the loop. We repeat this operation
until Pi becomes empty. The process goes then to state DecisionStat.

From this state, we can start the second step. When the input NONE is performed
(spontaneous transition), we compare the value of ConsTotal to the curtailment value
multiplied by a coefficient 1.1 to avoid turn off multiple devices. This is only a choice,
so we can use a coefficient 1 or any value higher than 1. If ConsTotal is less than the
other terminal, the RTP is refused. Else, we use a variable CurP of type Powerset to
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Fig. 12. The process DemandResponse: RTP event handling (continued)

indicate the device ID to shutdown. We start by choosing an arbitrary item from newP,
add it to CurP and delete it from newP. We repeat it until the sum of consumptions of
devices in CurP exceeds the threshold. Then, we send a signal Shutdown to all devices
in CurP; we reset the variables and send a signal RTPAccepted to the utility.

4 Verification and Validation

The IBM Rational SDL explorer offers many automatic state space exploration and
verification features to automatically find errors and inconsistencies in a system, or to
verify the system against requirements. These techniques are: exhaustive, bit-state,
random walk bit state exploration and verification against a given MSC [7]. Exhaustive
exploration is an algorithm suited only for small system. It executes all the SDL symbols
at least once and also all the behaviors of the model. This method is not adapted for our
complex model (we ran this exploration but the explorer has crashed). Bit-state explo-
ration is an efficient algorithm for reasonably large SDL systems. It is useful in checking
deadlocks by storing the hash-code of each model state instead of the whole state itself.
Another method, but this time it is useful for very large model, is the random walk
exploration. It explores the behavior tree by repeatedly choosing a random path down
the tree. The last one is the verification of a system level MSC to check if there is a
possible execution path for the SDL system that satisfies the MSC. In our case, we will
use the last three techniques.
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The steps of a bit-state exploration (the same as exhaustive exploration) are presented
in Fig. 13 [8]. According to the configuration used, the validation is finished when all
reachable states of the model are explored. If errors reports are generated during the
validation, we correct the model and start the procedure again. However, several states
cannot be explored because of the large number of global states. In this case the model
configuration must be reduced by changing the queue length, limiting the exploration
depth and so on. Otherwise, if we cannot reduce this configuration, the validation is
finished in a partial manner because some states remain unexplored.

Fig. 13. The bit-state simulation method

In our case, we defined the test values for signals and ran two bit-state explorations:
the first with the default events priorities; and the second with the same priority for all
events. In fact, the events in SDL can be divided into five classes [7] and for each class
a priority of 1, 2, 3, 4 or 5 are assigned:

e Internal events: Events local to the processes in the system, e.g., tasks, decisions,
inputs, outputs.
Input from ENV: Reception of signals from the environment.
Timeout events: Expiration of SDL timers.
Channel outputs: A signal is removed from a channel queue and put into another
channel queue or the input port of a process instance.

e Spontaneous transitions: A transition in a process caused by input of NONE.

By default, internal events and channel outputs are assigned priority 1, and the other
events are assigned priority 2. In the second scenario, we consider that all event classes
are assigned priority 1.

In the first scenario, and after we corrected all errors, the validation ends without
exploring all states. The transition that interests us is the transition that is executed when
the SmartPlug process is in the state “ready” and receives a signal RegisterOK.
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Normally, this transition must be executed if we send a PowerON followed by a
PowerOFF signal for the same ID. It remains unexplored because the internal events
(priority 1) are considered before the input from ENV (priority 2). As to the second
scenario, the exploration took several hours (about 30 h) to finish. The transition not
executed with scenario 1 was executed in this scenario, as well as other symbols.

The exploration using the random walk leads to the same results, but in a very short
time compared to bit-state exploration. The last method that we used is the verification
against a given MSC. For this, we used the MSC that we have presented earlier in this
paper (Fig. 4). It defines only signals to and from the environment. In this case the MSC
was verified, i.e., the behavior described in the MSC was indeed possible. We can use
other MSC behaviors, with signals exchanged between blocks.

5 Conclusion and Future Works

We presented in this paper a generic model of HAN network and its services using SDL
language and IBM Rational SDL Suite. After explaining the different elements of the
model and related aspects, we proceeded to the verification and validation of the
resulting model using the bit-state and random walk explorations as well as the verifi-
cation using MSC. The result is a validated SDL model that can be used for automatic
generation of codes for concrete or virtual Smart Grid solutions.

As part of our future work, we aim to verify this model using model checking
approach. We intend to generate the SDL/PR (textual Phrase Representation) from the
SDL/GR (Graphic Representation) described in this paper. Then, we will convert the
model into Promela language and use the SPIN model checker to verify the system
against specific safety and liveness properties.

References

1. Soufiane, Z., Slimane, B., Abdeslam, E.-N.: A synthesis of communication architectures and
services of smart grid systems. In: International Conference on Systems of Collaboration
(SysCo). IEEE (2016)

2. Department of Energy: Communications Requirements of Smart Grid Technologies, October
2010

3. Kuzlu, M., Pipattanasomporn, M., Rahman, S.: Communication network requirements for
major smart grid applications in HAN, NAN and WAN. Comput. Netw. 67, 74-88 (2014)

4. Khajavi, P., Abniki, H., Arani, A.B.: The role of incentive based demand response programs
in smart grid. In: 2011 10th International Conference on Environment and Electrical
Engineering (EEEIC). IEEE (2011)

5. Belina, F., Hogrefe, D.: The CCITT-specification and description language SDL. Comput.
Netw. ISDN Syst. 16(4), 311-341 (1989)

6. Casanovas, J., Figueras, J., Guasch, A.: Formalizing geographical models using specification
and description language: the wildfire example. In: Proceedings of the 2013 Winter Simulation
Conference: Simulation: Making Decisions in a Complex World. IEEE Press (2013)

7. IBM Support. http://www-01.ibm.com/support/docview.wss?uid=swg27041363. Accessed
01 Apr 2017

8. Doldi, L.: Validation of Communications Systems with SDL: The Art of SDL Simulation and
Reachability Analysis. Wiley, Chichester (2003)



®

Check for
updates

Automatics Tools and Methods
for Patents Analysis: Efficient Methodology
for Patent Document Clustering

Ayoub El Khammal', El Mokhtar En-Naimi'® , Mohamed Kanas',
Jaber El Bouhdidi?, and Anass El Haddadi’

! LIST Laboratory, Department of Computer Science, The Faculty of Sciences
and Technologies, UAE, Tangier, Morocco
Ayoub.elkhammal@gmail.com, ennaimi@gmail.com
2 The National School of Applied Sciences, Tétouan, Morocco
Jaber_f15@gmail.com
3 The National School of Applied Sciences, Al-Hoceima, Morocco
anass.elhaddadi@gmail .com

Abstract. Patents have become a potentially powerful data sources and a wealth
of information for companies and organizations that tend to analyze and exploit
them for a variety of purposes and interests. However, with the ever-increasing
volume of patents filed year after year and the multiplicity of patent global data
bases, the task of patent research and analysis is becoming increasingly compli-
cated and traditional analytical approaches have shown their limitations and have
become costly in terms of time and labor. Thus, various techniques and
approaches have been proposed to help specialists in their tasks of patent collec-
tion, analysis and results visualization. Document Clustering is one of these
common technics widely used in patent analysis. Over time, several powerful
clustering techniques and algorithms have emerged, but they often require modi-
fications and adaptations depending on the fields of application and the target
data. In view of this, we propose in this paper a methodology for obtaining an
efficient clustering for patent documents based on the k-means, k-means ++
algorithm and various data-mining and text-mining techniques. Commons issues
often faced during the analysis of patents such as the manipulation and represen-
tation of textual data or the curse of dimension will also be addressed in this study.

Keywords: Patent - Patent metadata - IPC - Unstructured data - Clustering
K-means - K-means ++ - High dimensional problem - PCA - Data extraction
Text extraction

1 Introduction

Patent information is often exploited to study technological developments, trends and
technological potential [1] as well as decision-making process in research and devel-
opment [2]. Technology and innovation trends can be analyzed using patents [3].
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Data. Information from patent documents can prevent firms from investing in obso-
lete technologies [4] and improves strategic planning [5]. Patent analysis provides key
information about the technological environment [7] and deals with component tech-
nologies [6]. Therefore, patent analysis is appropriate for detecting the relationships
between different technologies. Details of approaches to patent analysis are provided in
[7]. However, with the ever-growing volume of patents lodged each year and the multi-
plicity of databases in the world, the task of collecting and analyzing patent document
is becoming increasingly complicated, especially for non-specialists, because patent
information is enormous and rich in technical and legal terms. Therefore, information
about patents needs to be transformed into something simpler and easier to understand.

Patent documents have a rigidly fixed structure, containing standardized fields such
as patent number, applicant, inventors, assignee, classification of technological fields,
description, claims, etc. Most of this information may be found on the home page of a
patent document and are called the patent metadata. All these special and specific
features of patent documents make it a valuable source of knowledge. In this paper we
will show how can we use this knowledge in combination with data extracted from patent
text in order to increase the accuracy of patents clustering.

Grouping or clustering is commonly used technic researchers often use classifica-
tions or groupings in patent analysis.

The grouping consists in partitioning a set O = {O1, O2,..., On} of objects in homo-
geneous clusters maximizing intra-cluster similarity while minimizing inter-cluster
similarity. Groups are formed without any prior information about the objects that are
grouped together. All labels associated with objects are obtained only from the data.
Grouping enable to identifies important topics or concepts from a set of documents and
contributes to highlighting patterns of undetected or unexpected concentrations in data-
bases. This is one of the most popular and frequently used approaches to form mean-
ingful groups from unlabeled objects.

Clustering is a basic technique in many disciplines, including machine learning. It
has been widely used in various decision-making processes. As the number of patents
increases and the volume of data increases, it is not possible to successfully analyze any
patent set without grouping. Therefore, grouping is the essential function that any patent
analysis tool should provide.

Over time, many special clustering algorithms have been designed to be applied to
patent databases. An example of this patent analysis platform is Patent iNSIGHT Pro
[8] or the Patent Cluster search engine [9]. The clustering usually used in these platforms
is often based on the content of the patent text, in particular summaries and claims parts,
but ignores the information contained in the patents metadata, which is not the case for
the k-clustering used in our methodology. The idea behind the k-clustering is to try to
detect k optimal clusters by an iterative reinstallation method based on an optimization
function. The most popular k-clustering is the k-means algorithm [10]. The purpose of
k-means is to group the segments of N given observations into k clusters in which each
observation belongs to the cluster with the nearest means. It uses the means (centroid)
as the representative of a cluster. One of the main strengths of k-means clustering is its
scalability.



46 A. El Khammal et al.

These basic clustering algorithms require modifications and adaptations according
to the fields of application and the target data in order to take maximum advantage of
them. In this context, we propose a clustering methodology to efficiently group together
patent documents based on unstructured data, mostly derived from the free text
contained in patent documents, in particular the abstract part, title and description. Also
we exploit the knowledge extracted from the patent metadata fields such as the IPC to
increase the clustering accuracy.

The following section describes the main phases of the proposed methodology.

2 Methodology

The proposed methodology consists of 4 main phases. First a search equation is defined
and the patent documents are extracted from the international patent bases. Then the
documents are processed and the keywords are extracted. After that, a representation in
vectors of the patent document collection is performed. Given the low structure density
of the matrix obtained.

The PCA analysis is conducted in order to reduce the dimension size of the data
model.

Once the final matrix is obtained we enrich it by adding additional dimensions that
are fed by relevant data from patent documents metadata such as IPC or the inventor
field etc. This will help increasing the final clustering accuracy.

The next step is the identify the number of clusters and, the k-means ++ algorithm
is executed for a better initialization of the k centers.

The final step is the k-means launch and analysis of the results. All these steps are
shown in Fig. 1.

2.1 Definition of the Search Function and Patent Collections

The very first step is to target the areas of technologies that interest analysts, and then
relying on experts a search equation is defined which is nothing but a logical combination
of carefully selected keywords.

Subsequently the search equation is used to extract the corresponding patents directly
from the patent databases. All the patents documents that matches the equation are
retrieved. Thus, documents belonging to a wide range of industries are collected from
patent global databases like the United States Patent, Trademark Office (EPO), or WIPS
(www.wipson.com).

2.2 Document Pre-processing and Keywords Extraction

The second step is to extract relevant keywords from each document. To do so, we are
interested only in the title, abstract and description. These parts contain mainly natural
language, therefore, we use text mining and NLP techniques to extract, potentially useful
keywords from each document. Before this a this pre-processing step is needed.
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Fig. 1. Patent documents clustering Methodology.

The objective of the text-preprocessing is to remove unnecessary information such
as tags, stop words and also to find a standard representation of the words present in the
documents.

Since different keywords may be used to designate the same technique or function-
ality, depending on the technology filed. We define a kind of mapping table in order to
replace these different keywords by a standard one a single term based on experts
opinion.

In addition to the keywords obtained after this step, the experts are also consulted in
order to enrich the extracted keywords by multi-word or phrasal sentences because
sometimes they are more significant than a single word. At the end of this step each
document is represented by a set of terms as follow:

Docl = {word1, word2,.... wordm}
Doc2 = {word2, word4,... wordm,... wordn}.
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2.3 Data Model for Representing Patent Documents

The list of standardized keywords of each document obtained in the previous step is
merged to form a matrix whose columns represent the keywords and rows represent the
patent documents as proposed by [13]. Where a dimension (an axis) of the vector space
is associated with each term or keyword. As for the matrix weights, several represen-
tations are possible. A simple representation has been proposed by Yoon, B., & Park,
where the data model is represented as an existence matrix with the columns representing
the keywords indexes (1,..., j,..., n) and the rows representing the documents indexes
(1,...,1,..., m). If the j-term exists in the text of the i-document then the element (i, j) is
supplied with the value 1 otherwise the value O is filled. In the end, we obtain an existence
matrix whose values are fulfilled by either 1 or O [11]. The drawback of this method is
that it does not show the degree of importance of a keyword in a given document.

Another representation was proposed by Jun et al. using the frequency of a term in the
document. This ultimately give importance to terms that occur most frequently in the
document than others [12]. However, it may happen that some less interesting terms
appear much more frequently than others in a document like the word “today” for
example. In the proposed methodology we have considered the TF-IDF (term frequency
x inverse document frequency) weighting method which has been proposed by Salton
[14]. This method has been shown to be effective for the similarity calculation, especially
with the cosine distance. The basic principle is simple, the weighting is proportional to its
frequency in the document (number of times it appears) as well as the inverse frequency
of the occurrence in the reference corpus. According to the following formula (3):

w(i, j) = tf, j) X idf(i) (1)
tf(i,j) = n(i,j)/|Idjl| )
idf(i) = idf(i) = log(m/mi) A3)

— w(i, j): the score tf-idf of the term j in document j

— 1idf(i): inverse documentary frequency

— tf(i, j): frequency of the term in the document

— n(i, j): the number of occurrences of the term i in the document j
— dj: is the length of the document

— mi: the number of documents where the term i appears

— M: Is the total number of documents.

The logarithm function is applied for the IDF calculation to avoid overweighting
very rare terms [13—15]. The Table 1 shows document-term matrix with the TF-IDF
weighting. We refer to this stricture as PKM matrix.
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Table 1. PKM: Patent-keyword matrix

word1 |word?2 | ... |keywordn
Patent 1 |wll wl2 ... |wln
Patent 2 | w21 w22 .. | W2n
Patent M | wM1 | ... ... |wMn

Generally, a given document contains only a small part of the total set of keywords
since, as a matter of principle, most terms are present only in a reduced set of documents.
as a consequence, the document-term structure is likely to be very sparse and above all
its dimension is huge. This will make the task of similarity calculation less effective
while it is a crucial step to get better clustering.

To solve this problem, we have considered conducting a Principal component anal-
ysis PCA as defined by Jun et al. [12]. The Table 2 shows the new structure after applying
PCA analysis. We call this new structure the PPM matrix.

— pi, j represents the value of the j"™ principal component and the number of column k
of the new structure is much smaller than the number of columns of the original PKM
matrix.

Table 2. PPM: Patent principal components matrix

axel |axe2 |... |axek
Patentl |pll pl2 ... |pln
Patent2 | p21 | p22 ... |p2n
PatentM |pml |pm2 |... |pMn

2.4 Enrich the Model with the Metadata

The data contained on patent metadata can provide us with additional information that
can improve significantly the quality of the clustering if we use them correctly, There-
fore, at this stage of our methodology we propose to add a new dimension to the PPM
(Patent Principal components Matrix). This new dimension will be filled by the inter-
national Patent Classification IPC which classifies patents in a hierarchical way
according to the domain of technology to which they belong [16]. The IPC codes are
assigned carefully by the experts of the patent offices. As such, it represents a vital
information that can increase accuracy of the clustering. The Table 3 shows the new
structure after the introduction of the dimension relating to IPC. Where ipci is a normal-
ized value of the IPC code corresponding to the patent document i. We refer to this new
structure as the matrix PICPM.
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Table 3. PICPM: Patent IPC principal components matrix

IPC |Varl |... |varm
Patentl |ipcl |pll ... |pln
Patent2 |ipc2 |p2l ... |p2n

PatentM |ipcm |pml |pm |pmn

2.5 Clustering of Patents

2.5.1 Clustering Algorithm
Many algorithms are used for grouping. K-means clustering is one of the popular terms
for cluster analysis. The real advantage of K-means is that it works with a large number
of variables, which is often the case specially when we deal with unstructured data, as
it is the case for the analysis we are conducting. K-means is faster than hierarchical
clustering, and it can produces tighter clusters than hierarchical clusters, especially for
globular clusters [18].

The main objective of the algorithm is to Partition the dataset in k-clusters according
to some computational value.

k-means is widely used for clustering patent documents but most of the approaches
that exists have one main limitation. Indeed the k-mean is applied either on the structured
or unstructured data, but not on the combined data.

In this paper, we take advantage of both structured and unstructured data contained
in patent document to form relevant clusters by combining structured and unstructured
data for the purpose of obtaining an accurate clustering result.

2.5.2 K-Means Initialization

One of the major drawbacks of the K-means algorithm is that doesn’t perform well with
non-globular clusters. Actually, a different initial partition can result in different final
clusters [18]. The initialization of the centers is a critical step of K-means which show
that for different initializations of random centers we can obtain different k-groups.

We can try to run the k-means several times from different initialization. But there
is no guarantee to find out the an optimal clustering.

We have understood that the best mitigation for this issue, is to start the algorithm
with a good initialization of the centers. This means the K centers should be selected
well at the beginning. In order to address this requirement we have decided to use the
K-means ++ initialization algorithm proposed by Arthur and Vassilvitskii [17] which
introduces three intermediate steps replacing the initialization step of the classical algo-
rithm (Fig. 2):
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Fig. 2. Patent groups after running the clustering algorithm.

ALGORITHM 1: K-means with Kmeans++ initialization

Begin
1) arbitrary chose the first center;
While (nember of centers is not yet reached) do

2) Sequential selection of the remaining centers while promoting the can-
didates furthest from the centers already selected;
3) assignment of the new element to all the centers;

End while
While (non-stabilized centers) do

1.select a document (randomly);
2. assign to the closest center;
3. readjust the centers;

End while

end
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3 Implementation and Evaluation

In order to validate the effectiveness of our methodology we have retrieved 100 patents
in the field of renewable energies from the USPTO US patent base. The collected docu-
ments mainly contained patents that deal with either “the wind turbine” or “the solar
panel”.

Thanks to java implementation of this methodology and tools like Word2vec that
where very helpful on making the implementation easiest. Thus, we have been able to
perform several experiments with k = 2.

In most cases we have obtained a very good distribution of data with and F-measure
coefficients average closer to 1.

The conducted tests were able to demonstrate the validity of our methodology which
seems to be effective and gives good results on a small data sets as is the case for our
test. The next objective is to test the efficiency of the method at a big data scale.

4 Conclusion

The present paper introduces an efficient generic approach for clustering patent docu-
ments using the k-means ++ & k-means algorithm, while using the ACP method to
reduce the data model dimension obtained after extracting relevant keywords from
patent documents through the use of text-mining techniques. In the proposed method-
ology, we have also demonstrate how to take advantage of patents metadata that contains
valuable structured data which can be easily extracted and used to improve the clustering
accuracy. Thus, we have used the IPC code to improve the clustering quality. In the
same way, other fields can be exploited as the inventor, date of publication, country of
origin and many others. The choice of including or excluding metadata fields essentially
depends on the purpose of the analysis to be carried out.

We were able to test the effectiveness of our methodology on a set of patents in the
field of renewable energies retrieved from the USPTO patent database. The tests carried
out were aimed at grouping the patents into two groups, patents in which the “Wind
Turbine” on one side and the “solar panel” on the other side were concerned. Indeed,
this test written in java languages has validated the effectiveness of the proposed meth-
odology but we want to push the tests even further by implementing this methodology
in a bigdata environment. With a significant amount of patent documents.

The proposed approach seems encouraging but it still has some limitations that we
will try to solve in our future works. We have identified several areas of possible
improvement in order to limit as much as possible the intervention of experts during a
patent analysis process, such as:

1. make the tasks of extracting, selecting and filtering keywords completely automatic.

2. find an efficient way to detect the number of clusters k.

3. develop indices to measure the quality of the obtained clustering and calculate its
relevance.
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Abstract. Mobility is part of our everyday lives. Modeling transport must take
in consideration economical, social and environmental aspects of a city. The
main purpose of this paper is to present a comprehensive presentation of different
formulas of gravity models to estimate origin destination matrix (ODM) using the
most used deterrence functions to provide parameters of calibration of trip dis-
tribution model. Network managers need an accurate ODM to operate their
activities such as failure management, anomaly detection, design and traffic
engineering. Thus, to improve the network management, it’s a prerequisite to
model the traffic between different zones through the estimation of OD matrix.
We will discuss in detail the gravity-entropy model and the generation of this
model using entropy maximization approach and we will focus on the calibration
process using Hyman methods for three different deterrence functions using a
practical application on Moroccan national mobility. We also demonstrate that
changing the level of aggregation of data is significantly influencing the
parameters values of ODM estimation.

Keywords: Origin destination matrix - Gravity model - Estimation
Interurban mobility - Deterrence function - Calibration

1 Introduction

A smart city is a qualification of rich environment of communication network that
support different kinds of digital applications. Those applications produce rich datasets
that improve significantly the management and decision making system of a city. One
of the most important uses is the Intelligent Transportation System ITS which consists
on interconnecting instruments for a quick and efficient decision making. Thanks to the
empowerment of cities with different sensor technologies, collecting data to estimate
ODM became easier but raises new issues on what model is more adequate.
Estimation of ODM is the second sub model of the classical four model for the
Urban Transportation Planning Process (UTPP). As illustrated in Fig. 1, this model is
composed of four sub models. The first one is the trip generation sub model, which
consists on determining the traffic attracted and produced from each zone. The second
one is the trip distribution; called also zonal interchange analysis which matches origin
with destination, the result is a trip table with n lines and n colons where n represents

© Springer International Publishing AG, part of Springer Nature 2018
M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 54-66, 2018.
https://doi.org/10.1007/978-3-319-74500-8_5
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the number of zones. This matrix indicates the number of trips between areas. The third
sub-model is the modal split. The result of this step is a range of Origin-Destination
matrix, each one refers to a singular transportation mode and the share of each mode.
Finally, trip assignment concerns the selection of route between origin and destination.

Generation Model
sl traffic from sach zone

Distribution Model

| Modal Split Model |

it

I Assignment Model I

Fig. 1. The four model of UTPP

According to past studies, we can categorize ODM estimation to static and dynamic
method based on time dependency. Static approach is time-independent and aimed for
long-time transportation planning, while dynamic approach is meant for short-term
strategies like route guidance or traffic control. Many studies have also point the factors
influencing the reliability of ODM estimation: a-priori matrix and the optimum traffic
count location [18]. The need for sufficient a-priori information and the position of
sensors will save consequent work for data collection.

The evolution of technology allowed cities to be instrumented which allowed the
collection of richer data than before and faster measurement and decision making.

Smart cities are equipped with a huge amount of sensors that differ on the type of
data collected, their costs and reliability. For that Antonio [16] have distinguish three
types of sensors: Point sensors: the most widely use are inductive loop detectors and
Weight In Motion (WIM) systems, point to point sensors: for example the Automated
Vehicle Identification system (AVI) which is based on identifying vehicles on various
points of the network. The CCTV cameras records license plates and send this infor-
mation to a center system to process it. Finally, area wide sensors: researchers are
paying attention to the use of Smartphone and GPS to investigate dynamic estimation
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of traffic. Other researchers are more focused on using multiple data source and the
fusion of all resources to achieve better results.

In this article, we will relay on a-priori ODM from a survey conducted in the
National Project of Mobility Master Plan (also known by: SMDN 2020-2035). We will
process the calibration of the gravity model using three different deterrence functions
and two level of aggregation.

The paper is organized as follow: In the next part we will briefly present some
researches on the gravity model and how we obtained it from entropy maximization
approach. Then we will list different deterrence functions and their authors. We will
find the parameters of the model using a Hyman calibration process solved using a
three level Furness approach. Then in the third section, we will present the data and the
level of aggregation of the tests. A forth section is illustrating the results. Finally a fifth
section as a conclusion.

2 Related Works and State of the Art

2.1 Related Works

The calibration of the gravity model and the impact of level of aggregation has been
recently presented in 2016 by Delgado and Bonnel [12] they demonstrated using the
case of Lyon that the level of zoning which is selected when constructing O—D matrices
and calibrating the parameters of the gravity model has a very strong influence on
parameter transferability. In [19] authors are comparing the goodness-of-fit of aggre-
gate and disaggregate gravity modeling using automated passengers counting
(APC) data of Seoul metropolitan and demonstrates that the variation in goodness-of-fit
and forecasting power largely depends on the estimation method and selected variables.
In that study, the disaggregate modeling approach outperforms that of the aggregate. In
the next references we will see in detail the state of the art on gravity model, deterrence
functions and the process of calibration.

2.2 Gravity Model Formulation

Trip distribution models are supposed to produce the best prediction of traveler’s
destination choices on the basis of trip generation and attraction model for each travel
zone.

One of the most frequently tool in the field of spatial interaction is the gravity
model. Transportation planning seems to mostly use this model to analyze and describe
mobility between zones of a study area. In the basis of multiple empirical studies,
gravity model is an analogy from the Newton’s law. It assumes that the interaction
between any two zones is proportional to their magnitudes and inversely proportional
to distance between them.

Many improvements have been tested over the years and trip distribution is usually
performed using doubly constrained gravity model in the following formula:
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Tij = AiOiB;Djf (Cyj) (1)
A =1= Z B;Djf (Cyj) (2)
Bj = 1:ZAiOif (Cij) (3)

Trips produced and attracted by each zone is determined a priori. The sums of rows

Tij Number of trips modeled from zone origin i to zone destination j

Oi Trip produced from zone i

D; Trips attracted to zone j

Cij Distance between zone i and zone j

f Deterrence function

A;;B;j  Coefficient that are set to meet the margin constraints of the Origin Destination
Matrix

tj Number of trips observed from zone origin i to zone destination j

n Number of zones

The same distribution is obtained from entropy maximization distribution by
solving the following optimization problem:

minZ = ZTU In(Tij — 1) (4)

s.t
Zj Tij =0 (5)
> . Ti=D; (6)

i CijTij =C: (7)

2.3 Deterrence Functions

Deterrence function has also take attention of researchers and has applied different
formulation on real and hypothetical cases which lead all along to the development of
calibration techniques. Table 1 represents some of the most known function and their
authors.
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Table 1. Different deterrence functions

Author Function name Function formulation
Wilson [5] Exponential function f(Cij) = e—bCu
Power function ( )
Tanner function (c”) ca e—bCjj
Log normal distribution (incjj~1)?
’ (€)= e

r: the standard deviation of the
Iog-normal distribution

I: the mean
Fotheringham [6] | Competing Destination Model f(Cij) = (sij)qe*bcu
CDM Where:
Sij — Zn K—1 Dke—rc.k
k#ik#]
Thorsen and Competing Destination Model f(Cij) = (Sij)%eC
Gillsen [8] r=1 Where:
Si=Y" k=1 D™
k#ik # ]
Fang and Self Deterrence Model with f(Cij) — g~ bCij—IT;Cj
Tsao [9] Quadratic Cost SDMQC
de Grange Consolidated model f(Cij) = Sﬂe*bCu*”ucu
et al. [7] SDMQC + CDM

Exponential Function

Only one parameter b needs to be calibrated and is widely used in research and case

study.

Power Function
A power function is used to find a better estimate of trips. It could be considered as a
special case of exponential deterrence function:

f(Cy) -

f(Cy) =

This can be expressed in this form:

f(clj) _ e—odog(CiJ)

The exponent a will be positive to give decreasing travel with increasing cost.



Impact of Aggregation and Deterrence Function Choice 59

The exponential model reproduces the average cost of travel while maximizing
entropy, the power model reproduces the average of the logarithm of cost of travel.

Tanner Function
Introduced by Tanner (1961), he combines the exponential and the power functions in
the following formula:

f(Cyj) = cg:e—bCu (11)

This can be written in an exponential form with a generalized cost that is least
function of cost and log cost:

f(Clj) — efmcij—blog(cij) (12)

The distribution modeled is constrained to reproduce the means of both cost and its
logarithms.

2.4 Calibration

Calibration is a complex process. Although methods to find the best fit parameters
exists but in general they are not implemented in all modeling software.

The calibration is done using the maximum likelihood approach. In general, cali-
bration aims to synthesize distribution from observed trip ends plus a variety of
deterrence parameters then comparing the results with the observed trip matrix.

The following constraints must be respected:

Zj T = O (13)

> i Ti=D (14)

Zij CijTy = Zij Cijti (15)

> ;i 109(Ci)Tij =, log(Ci)t (16)

This can be done by extending the Furness balancing process into a third dimension
if a one parameter deterrence function is used. However, advanced deterrence functions
with multiple parameters such as tanner function are difficult to calibrate using this
method.
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2.5 The Goodness of Fit of Calibration

It’s necessary to define indicators to evaluate the reproduction of matrices from
observation. Several indicators are used in the literature to measure the distance
between observed and simulated matrices. We choose to use:

« Correlation R? between observed and synthesizes trips
« Root Mean Square Error between observed and synthesize trips

. 1. 2 1=
RMSE — {MJ (17)
e Standardized Root Mean Square Error
D =Ty
SRMSE = Z—:ZJ (18)

n2

According to Knudsen and Fotheringham (1986), SRMSE is the most accurate
measure for analyzing the performance of two or more models in replicating the same
data set, or for comparing a model’s performance in different spatial systems. It’s
lowest bound is zero which mean that we have a perfect reproduction of observation.
Generally its value is less than one. But when it’s greater than one it means that the
mean error is greater than the mean value.

Then we will graphically compare the observed and synthesized trip cost
distribution.

3 Data and Study Area

In order to verify the gravity model, we carried out several test using a real study case
of mobility in Morocco and compared the results with case study in the literature.

Morocco is located in the Maghreb region of North Africa and count over then 33.8
million population and an area of 446.550 km?. The study includes all major cities such
as: Casablanca, Marrakesh, Tanger, Tetouan, Agadir, Oujda, and Nador.

Data were gathered in the context of a National Project of Mobility Master Plan
(also known by: SMDN 2020-2035) which aim to implement a global strategy ensuring
an adjusted development of the sector of transport and find solutions for a rational use
of space and transport while insuring the respect of environment. The survey was
conducted on 152 zones represented in Fig. 2. In this study, we also aggregated the
data on 12 zones that represents the 12 Moroccan regions (Fig. 3).
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Fig. 2. Study zones aggregation level of 152 zones

Fig. 3. Study zones aggregation level of 12 zones
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Data will be processes as in Fig. 1 which highlights the first two sub-models of the
classical four step models (Fig. 4).

Fig. 4. Observed trip length distribution by purpose 152 * 152

4 Methodology and Results

We applied the algorithm of Hyman for the calibration of the gravity model using three
different deterrence functions which are mentioned in Egs. (8), (9) and (11) then we
applied the gravity model and evaluate the goodness of fit for each aggregation level
(12 zones and 152 zones). This was implemented using Matlab R2014a under a 32-bit
machine (Table 2).

Table 2. Results of Hyman calibration for gravity-entropy

Deterrence function Gravity entropic doubly | Gravity entropic
constraint 12 * 12 doubly constraint
152 * 152

Exp Power | Tanner | Exp | Power | Tanner
Parameters Beta 0.0063 | 0.4151 | 0.1059 | 0.006 | 0.369 | 0.109
mu - - 0.0017 | - - 0.0015
Goodness of fit | R? 097 094 |098 034 |0.12 0.39
RMSE |48.46 |90.35 |45.15 |758 |953 751
SRMSE | 0.49 0.80 0.45 10.11]12.72 | 10.04

As you can observe from our test case, the exponential deterrence function and
Tanner function seems to perform a better fit for both level of aggregation. It is also
obvious that the values of statistics in the 12 * 12 aggregation reconstruct the observed
trip distribution more significantly. We can also notice that the parameters changes
between the two levels for the same deterrence function. This is due to the fact that the
less aggregated levels the fewer variables needs estimation and the greater aggregation
the more zones pairs had to be estimated (Figs. 5, 6, 7, 8, 9 and 10).
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Fig. 5. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and an exponential deterrence function using the parameter b resulting from calibration
process (Zoning 152 * 152)

Fig. 6. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a power deterrence function using the parameter p resulting from calibration
process (Zoning 152 * 152)

Fig. 7. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a Tanner deterrence function using the parameters b and 1 from calibration process
(Zoning 152 * 152)
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Fig. 8. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and an exponential deterrence function using the parameter b resulting from calibration
process (Zoning 12 * 12)

Fig. 9. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a power deterrence function using the parameter p resulting from calibration
process (Zoning 12 * 12)

Fig. 10. Observed and synthetic trip cost distribution generated from doubly constraint gravity
modeling and a Tanner deterrence function using the parameters b and I from calibration process
(Zoning 12 * 12)
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5 Conclusion

From the research that has been conduct, it is possible to conclude that the accuracy of
the gravity-entropy model is highly influenced by the level of aggregation and the
choice of deterrence function. And thus, data aggregation level used in calibration is an
important factor to choose appropriately. Also increasing the aggregation makes sig-
nificant changes in the parameters. The findings are of direct practical relevance, since
we used a real case study of Morocco.

For future research, we aim to validate the gravity model with more complicated
deterrence functions for different case study of different aggregation. Then we aim for
the next stage of our research to include trip assignment steps in the calibration process
and evaluate its influence.
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Abstract. The widespread use of e-learning applications has put emphasis on
the importance of having applications more personalized and adaptable to every
learner needs. The one size fits all is no more working. Every learner should be
delivered the right learning material that suits its learning context at the right time.
The challenge is to incorporate the recommendation system in e-learning plat-
forms in order to offer to learners a successful learning experience. In response
to this challenge, in this paper, we propose a semantic web architecture of a
context recommendation system in e-learning by means of which the learners will
be offered learning content based on their profiles, activities and social interac-
tions. The proposed architecture is a re-engineering of classical web architecture
of current e-learning platforms. It’s based on semantic web technologies. It
comprises an ontology that guarantees a shareable and reusable modeling of the
learning context and OWL Rules filtering that will be used as a recommendation
technique.

Keywords: Semantic web - E-learning - OWL ontology
Recommendation system - Context-aware - SWRL

1 Introduction

Nowadays, e-learning platforms are widely used in education for both universities and
companies. Because learners are given the opportunity to access electronic learning
courses through the network. This access allows developing learners’ skills, while
making the process of learning independent of time and place. However, the continuous
development of e-learning platforms has led to a huge amount of learning materials
available on the network. It is time-consuming for learners to find the learning materials
that they really need. “The one size fits all” is no more working. The challenge is to
deliver to the learners the right learning materials at the right time.

To lead a successful learning experience, the learning materials should be recom-
mended for the learners in coherence with their learning context. The contextual infor-
mation such as; prior knowledge, activity history, interests, social interactions; should
be taken into account in order to deliver to learners the learning materials suitable to
what they really want [6]. This new learning pattern is specified as context-aware [7].

© Springer International Publishing AG, part of Springer Nature 2018
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Context-aware applications should be developed with suitable context modelling
and reasoning techniques. Therefore, ontology could be the suitable model to represent
the context since this latter is considered as specific domain of knowledge. Complex
context knowledge provided with formal semantics could be represented by ontology-
based models. This representation allows to share and integrate context informa-
tion [8].

Most of current e-learning platforms are based on a layered architecture which
encapsulates the three levels of abstraction: data, application and presentation. In this
paper, we propose a re-engineering of this architecture to integrate a semantic layer that
holds an ontology and rule based approach for semantic recommendation. We aim to
use the ontology as a domain knowledge for gathering the learning context information
and OWL Rules filtering will be used as recommendation technique. The remainder of
the paper is structured as follows. Section 2 summarizes the state of the art on semantic
recommendation systems. Section 3 describes the proposed semantic architecture for
context-aware applications. Finally, Sect. 4 concludes and shows some future lines of
work.

2 Related Works

There have been many researches about personalized learning using semantic web tech-
nologies, mainly ontologies [9, 12]. Several ontologies-based approaches for context-
aware e-learning platforms were proposed. Authors of [6] propose to make recommen-
dation to realize context-awareness in learning content provisioning by exploiting
knowledge about the learner (user context), knowledge about the content, and knowl-
edge about the learning domain. For this purpose, they designed three ontologies with
a focus on learner’s prior knowledge and his learning goal in the recommendation
process. But the social learner interactions are not taken into consideration.

The work presented in [10] proposes to recommend learning content based on the
expert learning object knowledge base and personal learning progress where sequencing
rules were used to connect learning objects. The rules were created from the knowledge
base and competency gap. However, all the focus is on the learning content; the authors
do not study the learner profile and its social interactions that are important contextual
information.

[11] Proposed a framework to observe personalization in e-learning system based
on ontology. They created user ontology, domain ontology and observation ontology.
They also used reasoning mechanism over distributed Resource Description Framework
(RDF) annotation. The query rule language used in this system is Triple. However, OWL
has more powerful expressive capability than RDF.

[12] proposed a semantic recommender system for e-learning. It comprises ontology
and web ontology language (OWL) rules. The proposed system is consisted of two
subsystems; Semantic Based System and Rule Based System. In this work, the authors
do not explain how they built the ontology and which Rule language they work with.

Our work differs from these researches by proposing a re-engineering of the layered
architecture of current e-learning platform by integrating a semantic layer that will hold
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the semantic recommender system. Our proposed semantic recommender consists of
two subsystems that are: E-learning Ontology Subsystem and the Semantic Rules
Subsystem.

3 Semantic Web Architecture

Most of the current e-learning platforms are based on a layered architecture which
encapsulates the three levels of abstraction: data, application and presentation. The first
layer is concerned with the storage of the data. The second handles the requests of the
user interface by querying the storage media, after performing the various treatments
and returning the results to the third layer this last layer then manages their display.
These solutions are not sufficiently aware of the learner context. The context-awareness
is highly recommended to deliver to the learner the learning material relevant to the
current situation of the learner. To achieve this, we adopt the ontological approach to
define a model to represent and manage context information. In this work, we want to
perform a re-engineering of this architecture, with a view to incorporate the technology
of the Semantic Web. To this end, we are proposing to insert a Semantic Layer between
the layer of data and that of the application. Figure 1 resumed schematically this archi-
tecture.

Fig. 1. Semantic web architecture for recommendation system in e-learning
In the following, we focus on the semantic Layer of our proposed architecture. It’s
organized in two main parts:

e E-learning Ontology
e Semantic Rules
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3.1 E-learning Ontology

Our approach considerably relies on semantic modeling of the learner’s context and
environment. For this purpose, we make use of ontologies and Semantic Web technol-
ogies. The e-learning ontology is the ontology of the whole Learning Management
System. Since we are working on current e-learning platforms that are already running
and designed with UML diagrams and in order to limit the amount of effort required to
build such a consistent ontology, we propose to build this ontology by adopting the
approach UML-To-OWL proposed in our previous work [1]. Then the resulted OWL
ontology will have some changes to be able to model the learner context. In order to
keep the modeling task manageable, we divide this ontology into two sub-ontologies
that are: Learning Content Ontology and Learning Context Ontology.

Learning Content Ontology: A learning content is an instantiation of Learning
Objects-abbreviated LO. The LO are a digital small size components of a learning course
which can be reused several times in different learning contexts. However, these
Learning Objects are often designed and developed by different organizations and
authors which make the learning content semantically heterogeneous. This heteroge-
neity affects its reusability. So it is essential to think of a shared modeling of LO in order
to make them easily accessible, usable, reusable and semantically interoperable.

Different standards have been defined to help the development of learning systems
and the representation of their joined LOs. Making use of these standards, not only
guarantees the interoperability, but also the quality of the system [3]. Among these
standards, we can cite LOM, SCORM and the IMS-LD. LOM is interested in learning
content description, SCORM in content, structure, and the IMS-LD in learning scenario.
In our work, we are interested in LOM standard. LOM (Learning Object Metadata) is a
standard developed by IEEE consortium. It defines the structure of an instance of meta-
data for a LO. It is composed of a set of 80 elements divided in 9 categories performing
each a different function [2]. To capture the semantics of LOs, we present this standard
in an ontological way (Fig. 2).

Learning Context Ontology: The context of learning is a crucial aspect in e-learning.
Therefore, it is important to determine according to the learner current context what are
the relevant learning materials to deliver, how, and at what time. All the learning process
must be adapted to context changes. To take into account the context in an e-learning
system, it is necessary to find a way to represent it. This representation must provide a
coherent model to store and process the context information in order to respond to the
environment changes. At the semantic level, we define context information using a
Learning Context Ontology that includes two interrelated sub-ontologies: Learner-
Social ontology and Learner Activity ontology. This ontology will represent and store
every learning context’s information.

Figure 3 shows the Learner Social Ontology that is built from FOAF ontology. FOAF
Ontology is an ontology that is built on the Resource Description Framework RDF2.
It’s conceived to represent people’s personal information and their social relationships
among a social network. People are represented as nodes and relationships by edges [5].
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Fig. 2. Learning content ontology designed with Protégé according to LOM standard

Fig. 3. Learner-social ontology

This ontology is widely used, [4] claims that the class foaf:Person has nearly one
million instances spread over about 45,000 web documents. So it’s relevant to reuse it
to represent the context information about the learner profile and its social interactions.

Figure 4 shows the Learner Activity Ontology. This ontology represents and stores
the different information about the learner’s pedagogical interest and behavior. It shows
in which topic the learner is interested, in which courses is enrolled and what are the
specific activities he did.
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Fig. 4. Learner Activity Ontology

3.2 Semantic Rules

To take into account the context in an e-learning system, it is necessary to find a way to
represent the context in the latter. This representation should provide a coherent model
to store and process the context information in order to react to the environment changes.
The e-learning ontology is the context model. After building this ontology, it’s time now
to apply techniques of refinement and adaptation of the LOs on it to deliver to the learner
the learning object relevant to its context. A method to filter the LOs is to apply a set of
business rules, indicating what LO to use in what context. These filtering rules will be
used as our recommendation technique. They synthesize the domain knowledge and
business constraints that must be met by the system. Business rules are translated into
SWRL (Semantic Web Rule Language).

SWRL (Semantic Web Rule Language) is a language for Semantic Web rules,
combining the OWL - DL and OWL-Lite with the unary/binary sub-language of RuleML
(Rule Markup Language). The structure of SWRL rules consists of an antecedent and a
consequent. A rule means «if the antecedent conditions are maintained, then the conse-
quent conditions must also be applied».

If Antecedent Then Consequent Antecedent (Body) — Consequent (Head)

Example of a SWRL Rule:

If a Learner x knows (FOAF Object Property) another Learner y who is interested in
a Topic T, then the learner x may also be interested in the same Topic T. So in this
case, it’s relevant to recommend to the Learner x the topic T. This recommendation
rule is expressed with SWRL language as:

Learner (7x) A Knows(?x, ?y) A has_interest_in_topic(?y, ?T) — has_interest_
in_topic(?x, 77T).

4 Conclusion and Future Works

Context-aware applications play an important role in education, especially e-learning.
Context recommendation systems give the opportunity to learners to lead a successful
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learning experience by getting the right learning materials that suit their needs at the
right time. Semantic web technologies make these systems more performant and rele-
vant. In this paper, we have proposed our semantic web architecture for current e-
learning platforms. This ontology and rule based architecture is proposed to make use
of ontology as a domain knowledge for gathering the learning context information and
OWL Rules filtering as a recommendation technique.

For future work, we will extend our semantic architecture that will offer a context

recommendation system for mobile learning.

References

10.

11.

12.

. Bouihi, B., Bahaj, M.: Building an e-learning system’s Owl ontology by exploring the UML

model. J. Theor. Appl. Inf. Technol. 87(3), 380 (2016)

. Soualah-Alila, F., Nicolle, C., Mendes, F.: Une approche Web sémantique et combinatoire

pour un systeéme de recommandation sensible au contexte appliqué a I’apprentissage mobile.
In: 11 eéme édition de 1’atelier Fouille de Données Complexes, No. 47-58 (2014)

. Grandbastien, M., Huynh-Kim-Bang, B., Monceaux, A.: Les ontologies du prototype LUISA,

une architecture fondée sur des Web Services Sémantiques pour les ressources de formation.
In: 19es Journées Francophones d’Ingénierie des Connaissances, pp. 61-72 (2008)

. Ding, L., Finin, T., Joshi, A.: Analyzing social networks on the semantic web. IEEE Intell.

Syst. (Trends & Controversies) 8(6), 815-820 (2004)

. Buriano, L.: Exploiting social context information in context-aware mobile tourism guides.

In: Proceedings of Mobile Guide (2006)

. Yu, Z., Nakamura, Y., Jang, S., Kajita, S., Mase, K.: Ontology-based semantic

recommendation for context-aware e-learning. In: Ubiquitous Intelligence and Computing,
pp. 898-907 (2007)

. Schmidt, A., Winterhalter, C.: User context aware delivery of e-learning material: approach

and architecture. J. Univ. Comput. Sci. 10(1), 28-36 (2004)

. Villalon, M.P., Suérez-Figueroa, M.C., Garcia-Castro, R., Gémez-Pérez, A.: A context

ontology for mobile environments (2010)

. Benlamri, R., Zhang, X.: Context-aware recommender for mobile learners. Hum.-centric

Comput. Inf. Sci. 4(1), 1-34 (2014)

Shen, L.P., Shen, R.M.: Ontology-based learning content recommendation. Int. J. Contin.
Eng. Educ. Life Long Learn. 15(3-6), 308-317 (2005)

Henze, N., Dolog, P., Nejdl, W.: Reasoning and ontologies for personalized e-learning in the
semantic web. Educ. Technol. Soc. 7(4), 82-97 (2004)

Shishehchi, S., Banihashem, S.Y., Zin, N.A.M.: A proposed semantic recommendation
system for e-learning: a rule and ontology based e-learning recommendation system. In: 2010
International Symposium in Information Technology (ITSim), vol. 1, pp. 1-5. IEEE, June
2010



®

Check for
updates

BECAMEDA: A Customizable Method to Specify
and Verify the Behavior of Multi-agent Systems

Abdelhay Haqiq(x) and Bouchaib Bounabat

ENSIAS, Mohammed V University, Rabat, Morocco
{abdelhay.haqiq,b_.bounabat}@um5s.net.ma

Abstract. Multi-Agent paradigm offers a viable solution to the increasing needs for
smart and crisis system that reacts accordingly to the environment changes. The
researches have largely focused on studying the development of the various
approaches that deals with designing and implementing the multi-agent system.
However, there is a lack in approaches that treat in depth the specification aspect of
the Multi-Agent systems engineering process, which is important to better define and
describe the behavior of the agents. This paper is interested in studying the specifi-
cation and the verification of Multi-Agent behavior, it proposes in consequence an
effective method called BECAMEDA. It is based on an iterative process that is
useful to understand the system starting from goals identification that the system
expects to achieve through the formal verification of the system properties. The
method is illustrated by an example of a Crisis Management system.

Keywords: Multi-agent - Specification - Verification - Behavioral model
Model checking

1 Introduction

The most challenging thing in software engineering for Multi-Agent is to ensure that
the requirement of the system is well identified and verified [1, 2], especially when the
system is complex and appeals with many stakeholders. In this paper, we are interested
to study the Multi-Agent system to cope with the dynamic, distributed and cooperative
systems. A multi-agent system is a system made up of several agents which are in inter-
action among them, this interaction is very important to define the overall behavior of
the system. The behavior of the agent is defined to be a set of properties that an agent
outlines to give responses to its environment [3]. Basically, the agent reacts to events
based on the received decisions and gives responses in the form of actions according to
the experienced situation.

To specify MAS, it is important to have processes and methods that will help engi-
neers to understand how to build up customized system [4]. In this paper, we are inter-
ested of studying the specification of five essential properties that the agents are supposed
to exhibit: reactivity, adaptability, conflict management, and reusability. The reactivity
refers to the ability to respond to the environment, the adaptability is the capacity to
cope with changes and disruptions of the environment, the conflict management is the
ability to manage resource sharing, and the reusability is the capability to reuse agent

© Springer International Publishing AG, part of Springer Nature 2018
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components. In literature, there are approaches [10—14] that study some of these prop-
erties, but there is still a lack of an all-in-one approach that considers all of the mentioned
properties.

To deal with the complexity of building up a multi-agent system, this paper proposes
a method that helps to make the specification and the verification of such a system to
avoid errors happening within the implementation phase. Since MAS can be applied in
different domains and systems, this paper proposes to have demonstration of this method
through a Crisis Management system case study.

Thus, this paper intends to present the difficulty of how to define the specification of
Crisis Management system for both individual and collective behavior. We propose a
method called BECAMEDA (Behavioral spEcification and verifiCAtion of RMAS based
on E-MDRA) for the specification and the verification of Reactive Multi-Agent System
based on the E-MDRA (Extended Multi-Decisional Reactive Agent) model. The E-MDRA
is an extension of The MDRA, which is developed by [5], The MDRA is being deployed
in various domains such as wireless sensor networks [6], mobile systems [7] and organi-
zational systems [8], this model helps on modeling reactive agents by putting forward
decisional aspect facilitating the specification of the agent according to their behavior and
their intelligence. Throughout this paper, the Crisis Management system is used as an
example to demonstrate our approach [9]. The overall goals of the Crisis Management
System (CMS) are: facilitating the rescue mission of the police by offering detailed infor-
mation about the location of the crash; managing the dispatch of ambulances or other alter-
nate emergency vehicles to transport victims from the crisis scene to hospitals; facilitating
the first-aid missions by providing relevant medical history of identified victims to the
first-aid workers by querying databases of local hospitals.

The rest of the paper is organized as follows. Section 2 presents a related work.
Section 3 presents a background related to the Extended Multi Decisional Reactive
Agent. Section 4 describes our approach through an example of a Crisis Management
System. Section 5 concludes the paper and draws future perspectives.

2 Related Work

Many approaches have been proposed for the specification and the verification of MAS.
[10] presents a formal method for specifying and verifying a Multi-Agent system based
on design patterns, refinement, and event-B. The objective of the method is to satisfy
the global properties of the system based on the agent’s local behavior. [11] proposes
an approach to specify by refinement in event-B the collaboration between agents in a
critical system where the consideration of the fault tolerance property is essential. The
authors define the SMA through four applets (A, M, E, R). A represents a collection of
different classes of agents. M represents a middleware system that has the ability to
ensure the communication flow between agents and resolve the communication discon-
nect issues, E represents a collection of system events, R represents a set of dynamic
relationships between agents allowing making connections between active agents
belonging either to the same classes or to different classes. [12] proposes High Level
Multi-Agent Petri-Net (HMAP) to describe, model and analyze the dynamic behavior
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of MAS based on the Petri Net. HMAP is based on a formal logical method describing
the behavior of the agent in nine sequential steps. [13] proposes an approach called
ForMAAD (Formal Method for Agent-based Application Design) to specify the agent’s
behavior at the individual and the collective levels. The behavior is specified through a
formal language called Temporal Z that integrates the first-order temporal logic with
the Z notation. The approach proposes to divide the refinement process into four levels:
cooperation, organizational, collective behavior and individual behavior. [14] proposes
a translation of the AUML (Agent UML) diagrams; which is an extension of the UML
language to model Multi-Agent system; into the RT-Maude formal language. RT-Maude
supports the specification and the analysis of real-time systems, and more specifically
object-oriented real-time systems. It is based on the programming environment based
on the rewriting logic.

The Table 1 presents a comparison between the different approaches according to
the reactivity, adaptability, conflict management, and reusability properties. We note
that there is no specific approach that considers all the properties mentioned. Besides of
this, there is a lack of a real process that helps engineer to model the specification phase,
which is the most important phase on the software engineer process.

Table 1. Comparison of approaches to specify MAS.

Reactivity

Adaptability

Conflict management

Reusability

Method support

[10]

ek

*

ok

(11]

3k

*

*

[12]

ek

*

ek

[13]

3k

*

3k

[14]

ek

ok

ok sk

3k

*k

[15]

Caption: ***: strongly; **: moderately; *: Weakly; —: not supported or not described

In our previous works [15], we have proposed an extension of MDRA model called
E-MDRA to deal with the properties mentioned. However, we are still in need to have
a method that helps engineers to correctly identify and define the specification. Thus,
this paper focuses on the proposed method based on E-MDRA. The next section gives
an overview of the E-MDRA specification model.

3 E-MDRA Model Overview

3.1 E-DRA

The E-DRA model is based on an external specification & an internal specification [15].
The external specification denotes a set of information sent to or received from the
environment. It is characterized by:

e A: Set of actions exerted on the agent, each action represents a possible operation to
be performed on this agent
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e D: Setof decisions generated by the agent to provide solutions concerning the system
behavior. A decision d is characterized by its decision horizon DurDec(d), that indi-
cates the time during which this decision remains valid

e S: Set of Signal received by the agent. The signal represents the acknowledgement
response to confirm the execution of a decision

e FE’: Set of external states delivered by the agent. Each external states represents the
object state emitted to the environment

The internal specification represents a set of information generated and exchanged
inside the agent. It is characterized by:

o E: Set of agent’s internal states. Each one indicates the current state of the agent. An
agent may exhibits parallel operations

e O: Set of agent’s internal objectives. Each internal objective denotes the expected
state after the execution of a decision

e O’ Set of agent’s external objectives, which can be achieved. These objectives repre-
sent the agent interpretation of each action, and define therefore its different behaviors

From a dynamic perspective, these sets determine the events received from the envi-
ronment (A, S), events sent to the environment (D, E) and the internal events (E, O, O').

3.2 E-MDRA

The organization of Extended Multi Decisional Reactive (E-MDRA) is defined by a set
of agents connected together with communication interfaces, thus forming a hierarchical
structure based on two-level tree: an E-DRA Supervisor (E-DRAS) and two or several
sub-agent components (E-MDRASI). The connection between supervisor and its sub-
agents is realized through two communication interfaces: Decisional Interface (DI) and
Signaling Interface (SI). Such a system interacts with its environment with Actions
exerted by the environment and External States emitted to the environment.

The description of a MDRA is defined as a quadruplet S: < E-DRAS, DI, SI, S-
MDRA >, with:

E-DRAS: represents the E-DRA type that supervises S.
DI: Decisional Interface of S, implements a translation function of a decision into
several parallel actions, each of these actions belongs to a low-level sub-agent.

e SI: Signaling Interface of S, implements a translation functions of several external
states into one and only signal.

e S-MDRA: characterizes a set of 2 or more E-MDRA components.

4 BECAMEDA Method

BECAMEDA (Behavioral spEcification and verifiCAtion of RMAS based on E-
MDRA) method provides support for the specification and verification of multi-agent
with the involvement of the reactivity, the adaptability, the conflicts management and
the reusability properties. It captures the requirements and goals of the system, identifies
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the goal’s actions, determines the system’s organizational structure and models the
internal and external behavioral specification of the agents.

BECAMEDA is made up of two layers: specification layer and verification layer.
The specification layer is consisted of three phases: identification phase, definition phase
and modeling phase. The identification phase is the phase where the system identifies
its goals. A goal represents a desirable objective of the system. Goals are organized as
a hierarchical structure made up through the refinement of higher-level goals towards
lower-level goals. The lower-level goal is achieved through actions. The definition phase
consists of two steps: the first step represents the agents and their organizational structure
which is also classified into levels. Whereas, the second step determines the actions to
be assigned to agents under each level. During this phase, the actions are a priori assigned
to agents of level 1, then, according to the modeling phase, they are assigned to the
following level. Basically, the modeling phase is made up through three steps for each
agent under a level i greater than or equal 1. The First step, models the internal behavior
actions of level i. the Second step, assigns actions to agents of the following level (level
i+ 1), and finally, the third step, models the external behavior actions of level i.

After having establishing the models of the agent for both internal and external
behavior, the verification layer indicates the system properties to be verified, and
performs afterwards a formal verification with the use of model-checking technique.
Figure 1 illustrates the BECAMEDA phases.

Fig. 1. BECAMEDA phases.

4.1 Identification Phase

The identification phase captures the system requirements and identifies the goals of the
system. A goal defines the global objectives that the system desires to fulfill. This phase
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is made up following three steps: identifying goals, refining goals and identify goal
actions. The two first goals are represented with two models: the goals model and the
refined goals model. The goal model facilitates the understanding of a system with the
generation of a set of abstract goals that offer a high-level understanding of the defined
objective of the system, as for the refined goals model, it identifies the concrete goals
that highlight the goal activities. The goal-actions model identifies the actions that realize
the concrete goal. The entities forming this phase are built up following the meta-model
of Fig. 2 where is defined the concept of goal, action and their different relationships.

Fig. 2. Identification phase metamodel.

In the following, we present the BECAMEDA method throughout an example of a
Crisis Management system.

Identify goals. In this step, we represent the system requirements as a set of structured
goals consisted of sub-goals. The goals called “abstract goals” express the high-level
objective of the system; they are connected by AND/OR/XOR logic gates. The AND
indicates that all of the sub-goals must be completed to satisfy the parent goal, the OR
indicates that there is an alternative way to represent the sub-goals, and the XOR indi-
cates that the goal parent can be satisfied with one of its sub-goals.

Goal refinement. We decompose in this step the abstract goal into concrete goals to
capture the dynamic aspects of the goals model and defines each goal through “precede”
and “trigger” attributes. The “precedes” determines that the goal X must be completed
before the goal Y is pursued. Whereas “triggers”, means the instantiation of a new goal
when an event occurs while another goal is still in activity.

The Fig. 3 presents the step 1 and 2 of the identification phase. The Goal “capture
info Crisis (Goal 1)” depends on the achievement of three concrete goals: “receive
information from witnesses (Goal 1.1)”, “receive information from video surveillance
(Goal 1.2)” or “receive information from the phone company (Goal 1.3)”. We note that
the three sub-goals are successive goals, since they are defined by the key word
“preceded” and are alternative as well. Indeed, when a crisis event is reported, the first
step to do is to get the maximum information from witnesses, in case of doubt, it is
possibility to verify the statements of witnesses via either the surveillance system, if
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installed on the incident scene, or by checking the eligibility of witnesses by contacting
the phone company. For the goal 2.1, it depends on the achievement of several sub-
goals. Basically, depending on the context of the environment, we note different
missions: “Establish communication with IR (Internal Resource) (Goal 2.1.1)”” mission,
“IR confirms mission (Goal 2.1.2)” mission and “Select IR (Goal 2.1.3)”” mission.

Fig. 3. Abstract & concrete goals crisis system.

Identify goal actions. In this step, we select the actions to carry out to satisfy and realize
a specific goal. The figure below shows the model that associates the concrete goals to
actions (Fig. 4).

Fig. 4. Goal actions model.

4.2 Definition Phase

The definition phase represents the agents and their organizational structure classified
with levels, it also presents the actions to be assigned to agents under each level. This
phase is intrinsically dependent on the modeling phase, since there is a back-and-forth
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process between the two phases. This process helps at recognizing actions associated to
each agent level. The entities of this phase are described in the meta-model of Fig. 5.

Fig. 5. Definition phase metamodel.

Define agents and their level. In this step, agents are defined and are organized under
the specified hierarchical structure of the expected system. We note two kinds of agents:
Agent Manager and Elementary Agent. The Agent Manager is the top-level agent who
is responsible of taking decisions and maintaining the relationships between agents.
Whereas, the Elementary Agent is the lower-level agent who interacts directly with
resources. In some cases, an agent manager may supervise other managers and elemen-
tary agents.

Referring to the example mentioned above. To initiate the crisis management
process, we need different agents: Coordinator agent, Surveillance system, Phone
Company, Internal resource manager that supervises First Aid worker and the super
Observer. The Coordinator and Internal resource manager represent the “agent manager”
that coordinates the sub-agents. These agents denote the “Elementary Agent” since they
are directly interacting with the resources to get information (Fig. 6).

Fig. 6. Agent structure.
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Assign actions to agents. In this step, we note the different actions that an agent will
need to perform to accomplish its goal. An action is assigned to an agent if only it meets
the following rules:

e If an action belongs to a level, then there has to be an agent associated to it
e An agent cannot comply with two actions of different levels

Figure 7 displays the assigning of the actions to agents of level 2 according to the
CMS case study. The agent manger “Internal Resource Manager” possess two actions:
“Mission analysis” and “Assign Internal Resource”. Indeed, it has as role to evaluate
the crisis, and then sends the appropriate resource to scene. For the other agents, there
are elementary agent that possess each one of them a unique action to be accomplished.

Fig. 7. Assign actions to agents of level 2.

4.3 Modeling Phase

The modeling phase models the high-level description of the internal behavior of the
agent’s action as well as the external behavior that defines the interaction between
agents. There is an iterative process of three steps to model the behavior for each level
i (where 1 >= 1) identified in the definition phase:

1. Model the internal behavior actions of level i
2. Assign actions to agents of level i + 1
3. Model the external behavior actions of level i

Model the internal behavior actions. Modeling the internal behaviour is mainly based
on the representation of the decisions and states in terms of transition state diagram,
which is based on the profile that we have proposed in [16]. Let us take the example of
“Assign Internal Resource” action described in Fig. 8.
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Fig. 8. Internal behavior.

Once the agent receives action “Assign Internal Resource”, he makes the decision
to “send the resource to the scene crisis”. If he does not get any notification form IR
(Internal Resource), he adds an extra time waiting for any information, if after that time
he does not receive anything, he changes his behavior by contacting the super Observer
agent. When all information gathered, he sends a report about IR.

Model the external behavior actions. In the external behavior, we describe the inter-
action between an agent manager and its sub-agents across the communication interface.
This interaction is represented by the activity diagram, which is designed to describe
the organizational behavior. The Fig. 9 describes the interaction between the internal
resource manager and its sub-agents: the first Aid worker and the Super Observer agent.

4.4 Verification Phase

In the verification phase, we verify the behavioral properties of the system throughout the
model checking technique. The model checking technique starts with making a compar-
ison between two descriptions of a system behavior, one is considered as the requirement
and the other is considered as the actual design. Then it verifies the system by exploring
the state space to determine if the system has satisfied a series of properties. This model
provides a counter-example in case the model does not meet the specification [17].
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Fig. 9. External behavior.

The BECAMEDA's verification phase proposes to translate the models designed in
the modeling phase to the SMV model checker [18, 19], the system’s properties is then
expressed with temporal logic formulas.

We have used the gNuSMYV tool [20] to verify the temporal properties expressed in
CTL (Computational Tree Logic) formulas [21]. The Fig. 10 presents an example of a
formal verification of the following system properties:

Fig. 10. Properties expressed in CTL.
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SPEC AG ((EV = “Send Internal Resource”) - > AX EO = “Wait IR to arrive at
location”)

When the agent takes the decision “Send Internal Resource”, he will be in the state
to wait for internal resource to arrive at location.

SPEC AG ((EV = “Send Internal Resource”) - > AX EO = “Request an Update™)

When the agent takes the decision “Send Internal Resource”, he will be in the state
to request an update

SPEC AG ((EV = “Send Internal Resource”) - > AF EO = “Request an Update™)

When the agent takes the decision “Send Internal Resource”, he will always in the
future be in the state to request an update

SPEC AG ((EV = “Send Internal Resource”) - > EF EO = “Request an Update™)

When the agent takes the decision “Send Internal Resource”, he will in some point
in the future be in the state to request an update.

5 Conclusion

In this paper, we have introduced a method called BECAMEDA for the specification
and the verification of Multi-Agent System. This method is based on different processes
that help understanding the system starting from goals identification that captures the
system needs, and ending with a formal verification of the system properties. The process
specifies four phases: identification, definition, modeling and verification. This approach
uses model-checking technique to perform formal verification of the agents’ behavior.

In order to illustrate the specification and the verification aspect of the method, we
have used a Crisis Management System, the case study was kept simple to make the
concepts of the method clear enough. Thus, the method has been effectively applied to
arealistic example, which allows understanding more the system and being able to prove
its accuracy. For more details about the verification phase, the reader can refer to our
previous works [18, 19].

As future work, we are currently investigating to combine the BECAMEDA method
with an existing approach that considers in depth the designing phase. This will be an
important extension of the BECAMDA method to build up a complete method that deals
with the different MAS engineering phases.
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Abstract. To remedy inefficiency and increase the quality of learning, training
systems have adopted a pedagogical approach based on competence bases. It is
a concept that is common to the academic and professional communities; which
imposes the use of ontology of the CBA to conceptualize a dynamic repository,
determining the terminological semantics of skills, which is sectorial with peda-
gogical norms. We propose a CBA ontology that focuses on explicit modeling of
competency in order to provide a shared formal representation that promotes
exchange, interoperability and collaboration among the various users in the
learning systems. Our goal is not just to build an appropriate ontology. Our ambi-
tion is to implement this solution in an authoring system to assist tutors with
didactic intentions based on skills to produce CBA based educational content.

Keywords: Ontology - Competencies-based approach - Learning systems
Ontological engineering - System author

1 Introduction

An appropriate production approach of pedagogical content in e-Learning systems must
offer an effective operating support to minimize the efforts deployed by the tutors in the
technical part to allow them to concentrate more on didactic and pedagogical aspects
than on technology. The objective of our research is to propose, in the near future, a
pedagogical production tool based to the Competency-Based Approach (CBA), capable
of appropriately reducing the efforts of tutors with didactic objectives based on skills.
This approach is based on the concept of competencies that is currently of great impor-
tance to the academic and professional communities. First, we tried to have a clearer
vision and a deeper understanding of the CBA. This has enabled us to discover
approaching learning through skills requires a change in perspectives and a reorgani-
zation of learning. It involves adopting a progression approach w is to hic improve the
expected learning outcomes and to establish the level of knowledge and attitudes that
learners must achieve at the end of their training.

In this paper, we focus on the ontology concept and highlight the importance of the
use of CBA ontology in e-Learning systems. This ontology can be characterized by the
structuring of the concepts related to the CBA which will be gathered to enable us to
express the knowledge available in this field.

© Springer International Publishing AG, part of Springer Nature 2018
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Finally, we propose our approach for the implementation of an ontology of the CBA,
as well as the difficulties encountered during ontological modeling and semantic normal-
ization.

2 CBA: Evolution of Pedagogical Practices

2.1 What Is Competency?

The notion of competency has been the subject of several interpretations because of its
mobilization in various disciplinary fields. In the field of the sciences of education, this
notion is used under the following definition: “a competency refers to a set of elements
that the subject can mobilize to deal with a situation successfully” [1]. There are also
other definitions that characterize a competency as a skill that combines cognitive, social,
emotional or psychomotor skills in a set of situations [2]. Indeed, it represents a set of
resources (knowledge, know-how and attitudes) that the learner is able to combine to
accomplish a specific task. In general, a competency in various educational activities is
oriented towards action and know-how, which both emphasize an aspect of competency
which is knowledge how to act. This knowledge involves capacities and power to act
which are resources similar to knowledge and attitudes that the subject mobilizes while
aiming for success, in complex situations. Through the analysis of the literature, we have
noticed that all the definitions of the concept competencies converge to the capacity to
achieve an efficient combination of knowledge, know-how, know-how to be and knowl-
edge to act in a precise context. We have also noted three characteristics of this concept:

1. competency is the capacity to act «competency to act» or to be able to act which
assumes the aptitude to combine and to mobilize pertinent resources;

2. Competency is contextual and is closely related to a task, context, situation or a series
of situations;

3. Competency is a potential acquired of “knowledge, know-how, and know how to
be” (see Fig. 1) and it is only through training and/or practice that a person can
increase this potential and develop or even acquire other skills.

In our research, we have focused on a definition of competency that emphasizes
“know how to act”. Although there are several definitions that correspond to our
concerns, we have chosen the definition of Romainville [4], which we recall below, as
a reference of our reflections. “Competency is a complex knowledge to act that builds
on the effective mobilization and combination of a variety of internal and external
resources within a family of situations”.

In short, competence implies an ability to act effectively in the face of a family of
situations, which the pupil alone can master by having the necessary knowledge, abili-
ties, resources and skills. Knowledge refers to a domain (knowledge domain). The abil-
ities, according to paquette [6], describe processes or generic “meta-processes’ inde-
pendent of the domain of application which make it possible to memorize, assimilate,
perceive, analyze, synthesize and evaluate the knowledge of a specific domain. The
resources include: knowledge (theoretical, environmental...), know-how (cognitive,
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Fig. 1. The notion of “competencies”

operational, social...) and resource networks (emotional, physiological, documentary,
human, software...) [7].

2.2 Competency-Based Approach

The competency based approach is a pedagogical orientation based on the principle of
dealing with learning through skills. The aim is to introduce a didactic methodology that
allows learners to create, develop and acquire competencies. Unlike traditional
approaches, with the skill-based approach, the concept of success in a training process
becomes closely tied to the mastery of knowledge and skills that the learner must prove
to pass. We are talking about the pedagogy of success.

Currently, the CBA is the world’s most widely advocated approach; [3] It cares about
the students by integrating them into the heart of the pedagogical concern and focusing
on their development and their needs imposed by social and economic considerations.
The aim of the CBA is therefore to modernize the aims of education, in order to better
adapt them to personal, social and professional needs. [14] Following the perspective
of the CBA, several changes are observed: on the one hand, curricula are written in terms
of expected competencies. In order to constitute courses, teachers have to change their
didactics. They are called upon to deeply analyze each competency, to decompose, if
necessary, a competency or skills merged combined into course sequences, in order to
establish a progressing learning order. On the other hand, the way to consider and prepare
the evaluation is also affected. In a traditional approach, evaluation often involves the
taught knowledge. If this knowledge is mastered then competence is also mastered. In
the CBA, however, there are two modes of formative and summative evaluation. The
teacher adopts a strategy of frequent formative evaluation appropriate to the nature of
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each targeted skill (a project to be realized, a problem to solve, a creation, an artwork...).
At the end of the learning process, the tutor carries out the summative assessment, which
focuses on the final competency and requires the mobilization of all types of knowledge
and skills acquired beforehand.

The introduction of the CBA in the domain of face-to-face or distance training has
given rise to several constraints that hamper its realization. Indeed, the majority of
education stakeholders who did not have the opportunity to have an overview of the
approach in its application feel that they are losing content and are confused by the lack
of a thorough understanding of the approach and lack of methodological support tools
for both teachers and curriculum developers. Not to mention the fact that tutors express
themselves in the natural language, can be subject to various interpretations that have
their turns generating several terminological and conceptual ambiguities and accentuates
the concerns expressed by the teachers during the preparation of the programs on
expected skills and the assessment of the expected competencies.

To this end, we propose the introduction of a formalism [5] in the form of ontology,
which will make it possible to explicitly use all the implicit terminology of the “compe-
tencies” concept in the field of education and facilitate the implementation of the CBA,
specifically, via an e-Learning platform.

3 Ontology of the CBA

Ontology is a formal structuring of concepts that express the knowledge of a domain. It
also makes it possible to create classes (general concept), instances (specific concept),
relationships between these concepts, properties that describe these concepts, functions,
constraints and rules, which make knowledge reusable and shareable. The use of
ontology makes it possible to define each concept in a unique and explicit way and to
extend its use, by using correct semantic relations (synonymy, antonym...). In our
approach, we opted for a domain ontology “CBA ontology” as an infrastructure to elim-
inate ambiguity and support the extensive requirements of the “skills” concept since
their description provides a rich set of modeling elements capable of expressing details
of competencies.

3.1 Ontological Engineering

In the literature there are many methodologies of ontology construction but there is no
consensus around a practical and effective procedure to adopt [9, 10]. Regardless of the
methodology chosen, the development must go through an engineering phase that deter-
mines its life cycle. Since ontology is considered as a software component, its devel-
opment process must be based on these main steps [11]:

e Specification of needs and definition of a domain and its scope;
e Conceptualization by identifying concepts, attributes, and values as well as Relations
and Attribute Instances;



Ontology of the CBA 91

e Formalization, which consists of translating into a formal formalism the conceptual
model resulting from the preceding stage. As a result, definitions of concepts become
explicit and more precise;

e Implementation of ontology on a language. The chosen language must take into
account the formalization model.

The tools for constructing ontology, also called modeling tools, are evolving rapidly
following the progress made in this field in order to systematize the ontological engi-
neering. During the last years several ontology languages have been developed. In the
following we give a succinct presentation of some of them:

e Ontolingua; It is a server that offers a set of tools and services that support the coop-
erative construction of ontology, between geographically separated groups.

o KAON (Karlsuhe Ontology and Semantic Web), formerly known as ONTOEDIT, is
an open source environment for the design, development and management of
ontology.

e Protege 2000 of the Department of Medical Informatics of Stanford University; the
successor of ProtegeWin, is a tool that allows: (1) to build an ontology of the domain,
(2) to customize forms of knowledge acquisition and (3) to transfer knowledge of
the domain.

e WebOnto of the Open University Knowledge Media Institute; WebOnto supports
collaborative browsing, creating and editing ontologies on the Web.

3.2 The Construction of CBA Ontology

In our case, the ontology that we built to support the CBA in the education system was
to make this approach a shared object between the different actors of learning environ-
ments to facilitate their action, allowing software agents to manipulate semantic infor-
mation. To do this, we have, in the first step, identified the conceptual classes consisting
of concepts and relations from a corpus [5], then modeled the primitives and determined
the properties of the classes and the semantic approximations between the conceptual
primitives of the domain. In the second step, we have structured and formalized these
classes under a conceptual description describing the internal structure of the constituted
concepts. The corpus we have analyzed [7, 8] is a set of documents expressed in an
informal language, which covers the whole domain of knowledge on the CBA, in order
to remove possible semantic ambiguities. The domain-specific knowledge has been
identified in terms of conceptual primitives and axioms. Our ontology was created on
this basis with a simple structure using semantic interrelations to define the basic
semantic structure of ontology (see Fig. 2). A competency is composed of other compe-
tencies; a competency also implies other competencies.
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Fig. 2. The concept of competence

Our approach is based on an ontological modeling of a skills repository. This repo-
sitory is constructed of several documents that offer an overall description of the
expected skills of a student at the end of training. One can distinguish Preparatory
competencies: Required competencies that the tutor deems mandatory to initiate a
specific educational activity (Courses, Practical Works, Evaluation...).

3.3 Conceptualization and Formalism

The conceptualization phase consists of a set of steps leading to a set of semi-formal
intermediate representations. It identifies and defines the vocabulary of the domain,
starting from the information sources and knowledge of the domain, independently of
the languages of formalizations to be used to represent the ontology. The Fig. 3 illustrates
the outcome of the conceptualization and representation of the relationships between
the different concepts. Competencies are decomposed into sub-skills. A competency is
the combination of abilities and knowledge. Educational resources require competence
to be used and to develop new skills. In this model, we can distinguish the competencies
required (that the tutor deems mandatory to initiate a determined pedagogical resources)
and competency acquired targeted by a resource.

Fig. 3. Relationships and specializations between concepts.
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We represent the binary relations between classes by a diagram in which the classes
are represented by rectangles and the relations by arrows with the name of the relation
to represent the hierarchy of the concepts. The conceptual ontology obtained in the
preceding step must be formalized in logic of description, in order to facilitate its subse-
quent representation in a completely formal and operational language. The result of this
step is a formal ontology consisting of a terminological part describing the concepts and
relations and of a final part describing the instances. Our ontology is composed essen-
tially of concepts (competency, acquired and required competencies), to which we can
integrate other sub ontologies; in our case we have integrated the sub ontology “peda-
gogical resources” to identify the resources that reach a competency. At this level of
research we were content to integrate an ontology of pedagogical resources. So in future
work, we intend to integrate other necessary ontologies for the realization of our solution.

4 Conclusion

Systems to share and design educational content are little used and do not correspond
to the expectations of most teachers. There are many barriers to sharing and reusing. In
this article, we propose a CBA ontology that will allow tutors and educational designers
to share a common repository to produce the content of their documents according to
the competency-based approach and in an unambiguous, semantic and formal way. This
repository will undoubtedly facilitate the task for the users and allow enrichment with
new knowledge, inspired by the concepts and the relations of this ontology. In the course
of our work, we will be able to focus on the completion of the implementation phase by
choosing an adequate language of transcription. Thus, we will start another section
which will engender more questions and request more reflections.
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Abstract. IT collaboration involves exchanging information and data within a
network with several actors in order to achieve business objectives. Such coop-
eration is generally ensured by building a collaborative network. This work
presents an approach of actors identification through data quality in Actor-
Network mode of collaboration. Indeed, data quality is one of the important char-
acteristics which expose the actor importance in the network. We investigate the
translation process of ANT (Actor Network Theory), while focusing on the prob-
lematization phase in which actor-networks are identified according to the data
quality level provided, and then translating this level into cost and analyzing all
possible coalitions using cooperative game. The findings will allow identifying
which coalitions enhance data quality. The build of such actor-network depends
therefore on both data quality and the operating cost of these data between
systems.

Keywords: Actor Network Theory - Data quality - Business collaboration network
Cooperative game theory - Shapley value

1 Introduction

Business Collaboration refers to the process where several organizations work together
in an intersection of common goals. This organization manages to reach a set of strategic
objectives through collaboration with partners and through the pooling of resources and
the exchange of information and services with them. Objectives vary according to
several criteria. However, restructuring resources, improving quality and efficiency of
operations are among the main operational objectives. To define adequately the objec-
tives and the context of the collaboration, partners must specify the needs and the goals
to be reached as well as all the aspects likely to influence the choices and the mode of
operation.

Data quality is among the major objectives of the collaboration, It is one of the
important characteristics which exposes the actor importance in the network. It’s a clue
on how the actor will collaborate efficiently. Even if the dimensions of data quality are
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not universally agreed, we assume in this article that data quality level is determined by
actors according to business objectives.

In this paper, we introduce the different concepts and theories used in this work,
mainly Actor-Network Theory (ANT) [4, 5] as the framework of collaboration, Data
quality as a characteristic for the identification of actors, Cooperative Game and Shapley
Value as mechanism of cost and coalition analyzing. Then we describe the proposed
approach of building an Actor-Network for data quality objective. We illustrate this
work by an experimental setup applied in a realistic Actor-network context. Finally, we
conclude this paper by summarizing aim points and the perspective works.

2  Concepts

2.1 Actor Network Theory

In general, ANT conceptualizes social interactions in networks. Networks integrate both
the material environment and the semiotic environment [24]. In this theory, there is no
difference between the human and non-human parts of a technological system. ANT
mentions that the world is full of hybrid entities [25]. The core of ANT analysis is to
examine the process of translation where actors align their interests of others with their
own. The actors translate their interests by constructing a network and breaking the
resistance of other actors and their network [24]. These actors can be an authority that
either influence and use others or have no motivation and will be under the control of
other actors.

In order to reach a step of the construction of a network, Callon and Latour defined
an approach, inspired by ethnomethodology [6], which bears on a sequence of steps
called the translation sequence. To translate is to “express in his own language what
others say and want, to set up as spokesman” [4], but translate it is also, negotiate,
perform a series of movements of all kinds and thus to each sequence of the process,
which can be defined in four main steps:

1. Problematization
“The problematization or how to become essential?”’, “The problematization, as its
name indicates asking at first a problem. This is to raise awareness to a number of
actors that are concerned with this problem, and that everyone can find satisfaction
through a solution that translators are able to offer” [8], so problematization is the
effort made by the actors to convince that they have the right solution [3]. It
“describes a system of alliances or associations between entities, defining this, their
identity and what they want” [18].

2. Interessement
“The incentive devices or how to seal alliances”, the incentive is in fact for Callon
“all actions through which an entity is trying to impose and stabilize the identity of
the other players who is defined in problematization” [8] incentive is the second
phase, consists of “deployment speeches, objects and devices intended to attract and
attach different players to the Network™ [9].
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It is building the interface between the interests of different actors and the strength-
ening of the relationship between these interests. In the area of strategy, it can be a
system of alliances to ensure that the different members of the organization are
involved in the strategic process.
The main thing is to translate the interests of other actors in order to get them to take
part in the network. To translate the interests of others, we can either convince them
that there are common interests and that the proposed solution also serves their
interests or manipulate their interests and objectives or finally become unavoidable.
3. Enrollment
“How to define and coordinate the roles”, Enrollment is “the set of multilateral
negotiations, beatings forces or tricks that come with sharing and allow it to
succeed” [8].
For enrollment, each actor in the network is assigned a role. This role is related to
the translation of their interests. For Callon, “the enrollment is to describe the set of
multilateral negotiations, coups or intelligence accompanying sharing and allow it
to succeed” [9]. The enrollment can thus be regarded as stabilizing the system of
alliances set during the phase of the incentive. This system is the result of multilateral
negotiations, trials of strength and stratagems [9]. It is during this phase to confront
showdowns integrating new actors to the networks or by strengthening links between
network members.
The enrollment phase is the key to the success or failure of innovation [15], but this
phase is not studied formally in the literature on control.
4. Mobilization
The last phase of translation, the mobilization is to gather its allies. It is the cockpit
of the various interests in a way that they remain more or less stable [10], it raises
the question of the representation of stakeholders and enrolled in the project which
is then established as spokespersons of the groups they represent [11]. However,
“everyone can act very differently to the solution proposed: the abandon, accept it
as it is, change the modalities which accompany or statement that it contains, or even
they will be appropriated in the transferring in a completely different context” [9].

In a particular way, incentive phase of ANT can be analyzed from a cooperative
game with transferable utility point of view [9]. Our objective is to identify the actor-
network through data quality. For that, we use the Shapley Value to identify a better
translation of the operating cost for improving data quality in an actor-network context
(Fig. 1).
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1- Problematisation

4- Mobilization 2-Interessemnt

3-Enrollement

Fig. 1. Phases composing Actor Network Theory

2.2 Business Collaborative Mode

The collaboration represents one of the main relations between organizations partners.
The most part of the definition of this concept agrees to mean joint job between several
entities hoping for mutual benefits [12]. The same concept is used as well for the indi-
viduals as for organizations working together at common objectives. The collaboration
connotes a relation lasting and made general for a complete commitment in favor of a
common mission. Also, the collaboration consists in the commitment, mutual and coor-
dinated by the partners to reach common.

The notion of network of collaboration is represented a group collaborating of enti-
ties, autonomous and heterogeneous, being recovered from different domains of gover-
nance and working jointly with a view to attaining a series of common objectives or
even supplementary [13]. The entities of network collaboration are broadly autonomous
and heterogeneous in terms of their environments of working, of their organizational
cultures, and of their issued capitals. Correlations are supported by group of means of
support implicating the systems of information of stakeholders. The collaboration job
takes a multitude of forms; it is used in the field of private service as part of a network
of public administrations. This situation takes the existence of a contract of collaboration
representing in a definite manner the responsibilities of every member of the Network
collaboration.

2.3 Data Quality

Data quality may be defined as “the degree to which information consistently meets the
requirements and expectations of all knowledge workers who require it to perform their
processes” [14], which can be summarized by the expression “fitness for use” [1]. The
term data quality dimension is widely used to describe the measurement of the quality
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of data. Even if the key DQ dimensions are not universally agreed amongst the academic
community, we can refer to Batini et al. [15] who have identified 15 dimensions:

Intrinsic: accuracy, believability, reputation and objectivity;
Contextual: value-added, relevance, completeness, timeliness and appropriate
amount;

Representational and accessibility: understandability, interoperability, concise
representation, accessibility, ease of operations and security.

All case studies that aimed at assessing and improving data quality have chosen a
subset of data quality dimensions, depending on the objectives of the study [16-19].
Measurable metrics were then defined to score each dimension. While it is difficult to
agree on the dimensions that will determine the data quality, it is however possible, when
taking users’ perspective into account [20], to define a basic subset of key dimensions,
including: accuracy, completeness and timeliness.

Accuracy is defined as “the closeness of the results of observations of the true values
or values accepted as being true” [15]. Benqatla et al. [1] Define accuracy as “the extent
to which data are correct, reliable and certified”. The associated metric is as follows:

number of accurate values

Total number of all values M

Completeness. Completeness specifies how “data is not missing and is sufficient to
the task at hand” [19]. As completeness has often to deal with the meaning of null values,
it may be expressed in terms of the “ratio between the number of non-null values in a
source and the size of the universal relation” [18]. Completeness is usually associated
with the metric below [20]:

number of non — null values

Total number of all values &)

Depending on the context, both accuracy and completeness may be calculated for:
a relation attribute, a database or a data warehouse [20].

Timeliness. Timeliness is a time-related dimension. It expresses “how current data
are for the task at hand” [19].

As a matter of fact, even if a data is accurate and complete, it may be useless if not
up-to-date.

number of values that are up — to — date

3

Total number of all values

2.4 Cooperative Game

Game theory is a mathematical tool which is used to analysis the strategic interaction
between multiple decision makers [21]. Initially it was used in economics for under-
standing the concept of economic behavior. But now it is used in various fields such as
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communication, biology, psychology for modeling the decision making situation where
the outcomes depend upon the interacting strategies of two or more agents [3].

The cooperative game theory can be applied to the case where actors can achieve
more benefit by cooperating than staying alone, it consists of two elements: (i) a set of
players, and (ii) a characteristic function specifying the value created by different subsets
of the players in the game [22]. The coalition formation problem is one of the important
issues of game theory, both in cooperative and non-cooperative games. There are several
attempts to analyze this problem. Many papers tried to find stable coalition structures
in a cooperative game theoretic fashion. If we suppose that forming the grand coalition
generates the largest total surplus, it is natural to assume that the grand coalition structure
will eventually form after some negotiations [23]. Then, the worth of the grand coalition
has to be allocated to the individual players, according to the contribution of each player
[22]. We are interested in this work in cost-sharing between coalition members likely
to form using Game theory as a device for ANT interessement phase.

The Shapley value is a very common cost-sharing procedure in cooperative game
theory essentially based on the so-called incremental costs [22]. The Shapley value of
player i in the game given by the characteristic function V is the share of the surplus
should be assigned. It’s a weighted average of the contributions of a player i to reach of
the possible coalition.

For example, consider a game with three players, i1, i2 and i3. Assume that player
il is the first player of the game, i2 is the second player to join the game and player i3
is the last one. Player il is allocated a cost C ({il }), player i2 is allocated a cost C ({il,
i2}) — C ({il}), and player i3 a cost C ({il, i2, i3}) — C ({il, i2}). The Shapley value
assumes that the order of arrival is random and the probability that a player joins first,
second, third, etc. a coalition is the same for all players. Assume that force of each
coalition is known in the form of the characteristic function V. The cost allocated to a
player i in a game, including a set N of players is given by:

— 1) — |
i = (3 (BRI (fecs) - cosniin) @
SCN:eS |N|'

INI and ISI respectively, the total number of players and the one belonging to the
coalition S.
An alternative equivalent formula for the Shapley value is:

$i(N) = (Uj—l, > (PRI U {i}) - v(PRi) 5)
" R

Where the sum ranges over all INl orders R of the players and PRi is the set of players
in N which precede i in the order R.

Choosing a method of cost allocation is not an easy thing. According to the literature
Shapley value seems to be suitable to this context of actor-Network building game. In
fact, Shapley imposes four axioms to be satisfied (Efficiency, Symmetry, Dummy and
Additivity).
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1. Efficiency: players precisely distribute among themselves the resources available to
the grand coalition. Namely, Efficiency: Y} i € N ¢,(v) = v (N).

2. Symmetry: Players i, j € N are said to be symmetric with respect to game v if they
make the same marginal contribution to any coalition, i.e., for each S C N with
i,j € S,v(SuUi) =v(SUj). In another way, if players i and j are symmetric with
respect to game Vv, then @,(v) = goj(v).

3. Dummy: If i is a dummy player, i.e., v (S Ui)- v (S) = O for every S C N, then
@;(v) = 0.

4. Additivity: (v + w) = @(v) + @(w), where the game v + w is defined by (v + w)
S)=v(S)+ w(S) forall S.

The dummy, symmetry (meaning that two players have the same strength Strategy
will receive the same gain) and efficiency make the Shapley value, particularly attractive
for treating the problem of equitable sharing of resources common to several economic
agents.

3 Related Works

In this section, we will deal with a representative set of existing studies that work on
collaboration network and theories used to build the network of collaboration in the
context of IT Governance.

Collaborative Networks (CNs) are complex systems that can be described or
modeled from multiple perspectives. The collaborative network was presented and
studied by IT researchers as a virtual network. Camarinha Matos is one of the widely
recognized researchers working in the field whose works are basically concerned about
IT perspectives and requirements of Collaborative Networks, despite the fact that they
bear solid similitudes to alternate approaches of Collaborative Network too. During the
later years and as a typical result of the difficulties confronted by both scientific and
business terms, it has watched an abundance in the sorts of rising Collaborative
Networks [25]. Some research tries to recognize the particular impacts of the properties
of network structure on the execution of firms (particularly, the quantity of licenses)
[26]. Thought, the change of between firm connections and following impacts after some
time were not considered. [27] Many researchers have examined this field by the
approach of Camarinha Matos and expounded the IT tools and its necessities to move
forward. What’s more, different researchers have lead studies on a similar field of
learning, however this time from various viewpoints, for example, organization together
or arranges in development organizations.

For example, Ahuja assesses the effects of firm’s network of relation on innovation
and elaborates a theoretical framework that relates the aspects of firm’s ego network-
direct ties, indirect ties and structural holes (disconnections between a firm’s partners).
Chinowsky [7], studied the Construction Company’s networks by the approach of Social
Network Analysis in company level and project level. Heedae Park studied collaboration
effects on the profit amount of projects in Korean international contractors.
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In this context, there is no single modeling formalism or “universal language” that
can cover all perspectives of interest. Since CNs have a clear multidisciplinary nature,
it is natural that we search for applicable modeling tools and approaches originated in
other disciplines. In fact, Computer Science, Engineering, and Management, among
other fields have developed plenty of modeling tools that might have some applicability
in CNs [24].

There are also many developments in other disciplines that can contribute to the start
of a foundation for collaborative networks, e.g. in complexity theories, game theory,
multi-agent systems, graph theory, formal engineering methods, federated systems, self-
organizing systems, swarm intelligence, and social networks. The theoretical foundation
work in the ECOLEAD project took the mentioned early works as a baseline.

Game theory can provide the concepts for the analysis of decision-making in cases
involving multiple decision-makers who interact with each other. In the case of CNs,
game theory could offer: tools to manage cost, risk and profit sharing among the network
participants, and tools to design optimal incentives for the VBE, VO, etc.

4 Data Quality in Network Collaboration

4.1 Actors Identification Through Data Quality

In our approach data quality is determined by taking into account users’ perspective and
objectives. An actor should decide on a subset of dimensions as mentioned above, the
data quality level is then deducted from accuracy, completeness, and timeliness scores.

Data exchange ‘Relationship’ (respecting ANT terminology) represents actor’s
interactions, which allows to spot future alliances and coalitions respectively conflicts
and dissension.

We use the problematization step of the translation process to identify and charac-
terize actors, as well as to analyze the scenario in which the network will operate. First,
we identify actors with a height score of data quality, and then measuring data quality
as proposed into [23] values and measuring the costs of operating this data in all possible
coalitions. The choice of actor-network depends therefore on both data quality and the
cost of using these data in each system, assessing the collaborative value of an actor can
naturally be seen in terms of the cooperative game theory with a transferable utility, by
means of Shapley value [2]. In fact the allocation of budgets depends on the contribution
of each actor, in term of data quality translated to costs in our context.

4.2 Ilustration

In order to experiment our approach of actors identification based on ANT, we work on
the inter-organizational data exchange project for the administration of customs of
Morocco (see Fig. 2).

e Information System of Administration of Customs (S1)
o Information System of Treasury Department (S2)
o Integrated Tax systems Governed by the Administration of Tax (S3)
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o Information System of Public Enterprises and Privatization Department (S4)

Fig. 2. Extract of a Public Financial Authority process interaction
In our case, each system is managed by administration, S1, S2, S3, S4 and each
system has its level of data quality.

Assuming that the result of the data quality analysis is presented as follows (Table 1).

Table 1. Data quality of actors network

Administrations Actors | Data quality level
Customs Administration S1 3
Treasury Department S2 3
Administration of Tax S3 5
Department Public Enterprises and Privatization | S4 2

A budget is allocated for this project between this four public administration.

We supposed that administration S1 must collaborate with the S2 in view of the
functional dependency between the two institutions and that S1 has the choice between
cooperating with S3 or S4 for the implementation of the exchange project. We will
measure costs in each coalition:

Coalition 1: S1, S2 (Table 2)

Table 2. Calculating Shapley Value of coalition S1 and S2

Administrations | Shapley value
S1 2.0
S2 5.0
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Coalition 2: S1, S2, S4 (Table 3)

Table 3. Calculating Shapley Value of coalition S1, S2 and S4

Administrations | Shapley value
S1 4.0
S2 5.0
S4 8.0

The possibility of getting good data quality from S4, motivates the coalition building
[S1, S2, S4]. The Shapley value gives the following results:
Coalition 3: S1, S2, S3 (Table 4)

Table 4. Calculating Shapley Value of coalition S1,S2 and S3

Administrations | Shapley value
S1 2.0
S2 5.0
S3 0.5

S3 has a similar situation as S4, and has the ability to produce high data quality. The
best strategy of S1 is collaborating with S3 as it is the best source in terms of data quality,
therefore a reduced cost, we get:

We have implemented a Web application developed in JAVA/J2EE, ANT
MANGER is composed of several modules developed in JAV A/J2EE technology, with
an architecture separating the presentation part (Front-end) from the Business part
(Business, Backend), the aim of this architecture is to allow ANT Manager to interface
with other platforms carried out by the research teams.

The goal of this platform is to provide a decision-making tool for information
systems managers, architects, in order to build the most appropriate collaborative
network for the administrative agency context.

ANT MANAGER is currently composed of the following modules:

Management of user authorizations.

Workflow theory of network actors.

Managing collaboration networks (Adding an actor, Linking a player to another).
Simulation management, according to the algorithm of the game theory (Perform
several simulations, simulation backup, simulation suppression export the simulation
result in CSV format in order to analyze the various simulations carried out by the
architect or the person in charge of the information systems.

5 Conclusion

Displayed equations should be numbered consecutively in the paper, with the number
set flush right and enclosed in parentheses.
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Globalization leads to increased competition and higher customer expectations. At
the same time, companies are stressed to reduce production costs while fronting the
challenges of increasing product complexity, environmental concerns. The collaboration
of organizations with networks is not a new phenomenon. However, permanent progress
of IT in terms of new, reliable, and cheaper.

Information and communication technologies are a catalyst for collaboration in
networks. Such collaboration is ensured by building a collaborative network. Our
approach highlights the identification of actors through data quality in Actor-Network
mode of collaboration, this operation by improving the level of data quality translates
to cost that is analyzed to all possible coalitions using cooperative game Shapley value.

The proposed work is supported by a software tool which enables to design networks
and calculate actors Shapley Value. The main contributions of this work can therefore
be summarized as follows:

e As Data quality criteria to identify the selected actors to build the collaboration
network.
Translating data quality objective into cost to analyze coalition.
Implementation of a web application in order to design and simulate the actor-
network evolution based on the cost calculation approach.

After building network collaboration, we are particularly interested in applying
social network analysis to analyze this established network.
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Abstract. The port of Le Havre, “Grand Port Maritime du Havre (GPMH)”, is
the first port in France and the fifth in the Europe’s top port list in terms of
container volume. This massification in container traffic has generated a large
use of trucks that are a source of diesel pollution. To address the greenhouse gas
emissions related to port’s last mile logistic, a collaborative relationships are
established between different parties of the port. This collaboration aims to
create projects that can improve the air quality such as replacing conventional
trucks by electric ones. In this context, our study aims to propose a strategic
allocation of the infrastructure of charge for electric trucks. To this end, we
adapt the technology Wireless Power Transfer that permit to an electric truck to
charge its battery statically in a set of fixed nodes (breakpoints) or dynamically
in a set of segments of the route during the electric trucks mobility. To model
this problem, we propose an integer non-linear programming formulation.
Afterward, we investigate the effectiveness of the population based algorithm
particle swarm optimization to determine the efficient allocation.

Keywords: Electric trucks - Wireless power transmitters
Mathematic programming - Particle swarm optimization - Optimization

1 Introduction

Accordingly, to the European Environment Agency (EEA), the amount of energy used
by transport account more than 33.2% of the total energy produced. The main transport
source of energy is fuels gasoline and diesel. Burning this energy by road freight
transportation releases almost one quarter 22.6% of the global greenhouse gas
(GHG) emissions. Environmental implications of GHG emissions are in increase
namely environmental degradation, climate change, global warming, species elimina-
tion, natural ecosystems destruction and human health risks.

In this regard, different sectors have enforced their concern at environmental issues
to meet climate goals, one of them is the port sector. In this paper, we study one of the
Port of Le Havre’s actions to address greenhouse gas emissions, particularly those
emitted from last mile delivery. The action aims to adopt a new clean technology, the
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objective is to replace diesel trucks by electric ones. Electric trucks (ET) seems to be a
green solution to build a clean last mile transport network. Besides been zero emis-
sions, ET are silent, required less regular maintenance and regenerative braking.
However, ET have short range, limited speed, long recharge time and high initial cost.
The ET’s battery is the origin of the high initial purchase price of ET, moreover ET’s
battery is power to weight ratio. To overcome the majority of this drawbacks, we have
chosen the technology wireless electric trucks. This technology allows: (i) a quick
charge to ET that can extend battery range, (ii) the dynamic mode permit to charge
while driving, subsequently drivers benefit from quick charge without waste of time
and with less range anxiety. Moreover, frequent recharge allowed by dynamic system
permit small capacity of battery and then cheaper ET. (iii) No need to human inter-
vention, drivers benefit from easy and safe charging process without need to use of
dangerous and dirty cable (especially in bad weather).

The major inconvenient of wireless power transmitters is the high cost of infras-
tructure of recharge. In this regard, our work aims to present a strategic allocation of
wireless power transmitters with both static and dynamic mode. Our objective is to
determine a compromise between the cost of infrastructure and the cost of battery. In
fact, the determination of the allocation and the number of static and dynamic segments
of recharge is impacted by the capacity of the battery, this tradeoff is explained as
follow: numerous number of static and dynamic segments of recharge permit a frequent
charge for ET and subsequently, we can choose a smaller battery capacity. In contrast,
few number of segments of recharge requires a battery with higher capacity.

To determine the best compromise, we have abstract the transport network of
GPMH into a graph, then we have provided a mathematical formulation as a nonlinear
integer program model that express our objective namely minimizing the cost of
infrastructure of recharge so as battery cost with regard to defining a strategic allocation
that respect the battery’s capacity as well as avoiding the allocation into prohibited
segments of route such as traffic circle and on bridges. To solve this problem, we have
adapted our mathematical model to Particle Swarm Optimization since we have a
nonlinear program.

The reminder of this paper is organized as follows: Sect. 2 presents scientific works
related to the subject of our study. Section 3 describes the process of wireless system
for ET. Section 4 contains the problem formulation and the mathematical model.
Section 5 introduces the method of resolution. Finally, Sect. 6 displays and comments
numerical results.

2 Literature Review

During the last years, Electric vehicles are beginning to catch the attention of more
researchers. The variation of electric vehicles (EV) models and mode of charge has
made this field of research quite rich. These researches can be subdivided into two
areas:

Electric Vehicle Routing Problem (EVRP): is an extension of the well-known
VRP, introduced first by Dantzig and Ramser in 1959 [1]. The EVRP aims to deter-
mine the least cost generated by an electric vehicle fleet during its visit to a set of
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customers. The objective can be minimizing energy consumption, distance, vehicle
fleet or a combination of a subset of those objectives. The routing of each electric
vehicle includes additional detours generated by visiting recharging stations. Each
recharge station has a known location and can be visited by the same or different
vehicles multiple times as needed [2]. There are other real-world logistics restrictions
was added to the classical EVRP. For example, the vehicle freight capacity is limited
and the service at each customer must occur within an associated time window, this
variant of EVRP is commonly called (CEVRP-TW) [3]. Some works consider that the
stay time of an electric vehicle at a charging stations is a function of battery level when
it reach a station. Others, consider that time of charge is a variable to be determined, so
they allowed to a vehicle to be partially charged [4]. Hiermann [5] considered a mixed
fleet, the vehicles differ in their capacity of load charge, battery capacity and acquisition
cost. In [6], Sassi et al. presented a case study of la poste, where the vehicle fleet is
composed of conventional and heterogeneous electric vehicles. Felipe et al. [7] pro-
posed an EVRP where both the amount of energy recharged and the technology used
are a decision variable. In [8], authors propose a schedule of EV recharge taking into
account the battery degradation cost so as the energy consumption. The case study in
this work consider the service of carrying passengers from an airport to a hotel using
electric vehicle.

Electric Vehicle Charging Station Allocation: in this area, researchers aim to
optimally allocating/locating electric vehicles charging station. The widespread adop-
tion of EV is related to the degree of ease of access to the infrastructure of recharge
whence it came the sensitivity of this problem. In [9] authors presented an allocation
based on driver’s convenience, their model aims to enhance the trip ratio trip (ratio of
successful trips). This allocation optimization problem was formulated as the Maxi-
mum Coverage Location Problem (MCLP). In [10], authors considered in their model
of allocation the uncertainty information of urban traffic as it affects the vehicles energy
consumption. The candidate solutions were simulated and the discrete event simulation
was built in Arena. Baouch et al. [11] presented a model that aims to minimize the
charging station fixed charge as well as the electric vehicle travel cost, the application
was validated within the metropolitan area of Lyon. Chen et al. [12] developed a
vehicle charging location model that minimize the station operating costs and maxi-
mize the satisfied demand, the model validation was applied to a case study to parking
of Seattle, Washington. Besides previous cited works that describe the problem of
Charging Station Allocation for a plug-in electric vehicle, researchers have opted for
another promising technology that permit to charge a vehicle in motion namely on-road
electric vehicle. This technology has strengthened research on wireless power transfer
(WPT). This technologies was developed first by the Korean Advanced Institute of
Science and Technology (KAIST) [13] and named On Line Electric Vehicles (OLEV).
The KAIST was the first to test this system on its own campus. In [14] a detailed
description of the system design of OLEV was introduced, nevertheless an overview of
the system was presented in [15]. An optimal placement of WPT proposed by means of
a mathematical program in the work of Jang et al. [16], their model considered just a
unique path. In [17] authors present a mathematical framework that locates optimally
the WPT with regard to the maximum traffic flow, since the traffic congestion affects
the time travel. In [18] authors studied different scenarios by introducing an integer
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programming model that decides the suitable road segments to locate WPT in regard to
sustain the battery range. In [19], authors provided the feasibility and the potential of
WPT.

The above cited researches are limited on the installation of WPT in a circle
network composed of a unique path, where the origin correspond to the destination.
Thus, our contribution aims to develop a model that can deal with a transport network
composed with a set of nodes where vehicles can benefit from static WPT during their
service operation and from dynamic WPT installed on arcs connecting the set of nodes.
The objective is to determine a strategic allocation of the two types of WPT that
minimize the infrastructure cost as well as the battery cost.

3 Zero Emissions Trucks Challenge

The port of Le Havre in collaboration with logistic companies had recognized the need
to introduce specific programs and new green policies to deal with pollution within port
area caused by trucks that operates last mile freight transportation activities.
The GPMH is undergoing a pre-project that meet the air quality goals. The purpose is
to study the opportunity for new system implementation such as electric trucks.

To transport containers from the terminal to the final destination, two steps are
operated: (i) A local transport from the terminal to the container transport company,
this last mile transport operates mainly on short distance. (ii) An interurban transport
from container transport company to the final destination and inversely.

This study concerns the local transport. Our contribution is focused on the strategic
part of replacing current trucks with wireless electric trucks. The adopted technology
combines two wireless recharging techniques:

Static WPT: the shutdown times; generated during the recovery or the deposit of
containers or for the verification of documents in the entrance to the port makes the
static WPT a convenient solution to recharge de electric truck’s battery.

Dynamic WPT: the rationale of the choice of this technology is the possibility that
offer by decreasing the weight of the batteries as well as reducing the charging time.

In this paper, we aim to determine the number of each type of WPT together with
their strategic allocation and the battery capacity. The solution must take into account
the feasibility of the set of all truck routing, regardless of the origin and the destination.

4 System Description

In this work, we deal with a new wireless power transfer technology, called On-Line
Electric Vehicle (OLEV). This innovative technology allow to a vehicle to charge
while in motion which permit to reduce the battery volume and weight.

A power-receiving installed under a vehicle pick up the power transmitted deliv-
ered the underground coil (see Fig. 1). The efficiency of the electric power transfer has
reached the limit of 72%. In other word, power transmitters are composed of an
inductive cable and inverter. The inverter is responsible to convert a 60 Hz AC to
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Fig. 1. System operation of OLEV

20 kHz Dc current. Afterword, the inductive cable generate a magnetic flux and
transfer the power to the pic up device. In this study, the decision that we make about
WPT concerns both inverters and inductive cable.

5 Model Definition and Formulation

Let a set of paths L, each of these paths connects an origin to a destination, a set of N
vehicles operates on those paths. Our objective is to find a good compromise between
the cost of static and dynamic WPT segments of charge and the cost of the battery
while maintaining the quality of the ET. To achieve this goal the WPT must be
strategically allocated. The objectives are conflicting because, for example, the mini-
mization of the cost of the battery reduces its autonomy, which leads to a greater
number of active segments and subsequently a higher installation cost and inversely.

To model decisions to be made with regards to electric battery specificities, we formally
describe the problem by abstracting the transport network within the port of Le Havre into a
graph G = (V,A), where V = {vg, vy, ...,V }, inour graph we call by a vertex: transport
companies, terminals, traffic circles and empty container depots. Each vertex v; has a
service time t,, (with t,, = O for traffic circles) and characterized by a required energy Ry,,
this amount represents the energy needed to make the internal displacement within the
node v; (Ry, = 0 when v; is a traffic circle). A = {(vi,v,-) i1 #£ j}is the set of arcs. Each
arc (vi,Vj) :€ Ais partitioned to a set of segments with the same length. Thus, the number
of segments that composes an arc is equal to its length divided by the length of segment
(the length of a segment is the same for all arcs). The aim of this segmentation is
transforming the problem of location of dynamic WPT to a problem of allocation. In such
away, the problem of allocation becomes a 0-1 problem. That is to say, for each segment
we have to decide if it will be equipped with an inductive transmitter cable plus an
inverter, only transmitter cable or be it just inactive segment. It is noted that a single
inverter can power a successive series (which does not exceed its capacity) of active
segment. J,,, denotes The set of segments of the arc (vi, Vj) indexed by j.

We denote by t\',ivj.k the instant of arrival at the k™ segment of the arc (v, v;), passing

by the path I, we assume that t\I/ivj,k is a data as the velocity is predefined as well as the

distance from the origin to each k'™ segment of a given arc (v;, vj). The autonomy of the
battery when the ET arrives to the k™ segment of the arc (v;,v;) passing by path | at
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i, is denoted by I(t;., ), thus I(t;) express the amount of energy in the battery when
arrived to the node v; at t'Vi while traveling trough the path I. The maximum length of a

series of WPT that an inverter can supply is Lyma. The required power when the ET
arrived to the ki segment of the arc (vi, ;) is denoted by Ppq (t'vivj‘k) Let P indicate
the charging rate of the battery.

Practically, on some sections of the road, we cannot install the WPT because one of
the follow reasons: the structure of route, the potion coincides with a traffic circle or
bridge, not safe, not enough reliable). Thus, we define sy, k as a binary data that takes
the value 1 if the allocation of a recharge segment on the k' segment of the arc (vi, v;) is
prohibited and 0 otherwise. Another binary data is s'vi\,j_’vj\,k that takes 1 if (vj,v;) and
(vj, vii) are two adjacent arcs in the path | and 0 otherwise.

To quantify the cost of infrastructure as well as the battery cost, we introduce Ccqp
as the cost of unit cable of power transmitter, Cj,, the cost of an inverter and Cg the
cost of static WPT. The number of ET is N. To formulate the mathematical model, we
need as a data to identify the first segment of each arc (v, v;) denoted Oy, ;) and its last
one denoted fy, y,).

5.1 Decision Variables

As mentioned above the decision we make around WPT concerns inverters as well as
inductive cable. For this reason, we introduce the decision variable yy, « that is a binary
variable equals to 1 if the k™ segment of the arc (v;, v;) is active, and 0 otherwise as well
as zyy, k that represents a binary variable equal to 1 if the k™ segment of the arc (vi, v;)
has inverter, and 0 otherwise; Sty, is a 0-1 variable that takes the value 1 if the node v;
contains a static recharge segment, and O otherwise; lpy is an integer variable repre-
senting the battery capacity, this variable is comprised between i, and Inax.

5.2 Obijectives

min(N * Cpat * lpat; Cean * Z Z Yviv; k +
(V, ,VJ)EA ke‘](vi‘vj-)

Cond * Z Z Zy k + Cst * Z StVi)

(vi,v)) €A kEJ(Vi_Vj) vieV

1)

The objective function (1) aims to minimize the total cost of battery, static WPT
and dynamic WPT. The cost of dynamic WPT is composed of the cost of active
segments of charge and the cost of inverters.
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5.3 Constraints

Yk = Zviv k V(Vi,Vj) € A Vk € Jyy,

I\'/iV',k‘Fl
I (t\lliVj.k) — / ) Pbat(t)dt + PCS * (t\IIiVjA,k+l_t\IliVj,k) * yViVj,k Z I|0W
iv]-,k
V(vi,v)) € A VK k+1 € Jyy,
I (t\IIiVj,k+l> = min{lhight? I (t\I/iVj,k) -
LA
“/;\I/.IV.J: 1 Ppat (t)dt 4 Pes * (t\lliv,-,k+1_t\|/iv,-,k) * y\,l\,j’k}
(MR
V(vi,vj) € A, VK K+ 1€y,

if k = fyy, et k41 = v;, constraints (2) and (3) become: (x)
1.
| (txl/,) - ftIV_J . Phar (t)dt + Pes (t\I/, - t\I/iv,-,fv.Vj) * Yvivy fuy 2> liow
iVjIvivj !
V(Vi,Vj) € A7 vk € Jvivj
| (t\llj) = min{lhigm, | (t\lluvpfvivj-)

Pbat(t)dt +Pes (t‘lli - t‘I/iijviVj) * yvi"ivaivi}
V(Vi,Vj) e AVKk,k+1 € Jvivj

o
— ft\'lj

iVj v vj

(B0, ) = 1(8) +Pos by %Sty — Ry

i+ Lmax +1

Z yViVj ,k S Lmax
k=i

V(Vi, Vi) € A, VK € Jyy, Viwithi < fiy — Liax

i+ fvivj- Limax + 17fViVj —k
Z Yvivj k + Z Yvjvi k < Lmax
k=i j:OVjV|

V(Vi,vy), (v, Vi) € A VK, € Jyy, Vi With fiy — Linad N < iy,
Zuvpk + Zuwpk+1 S 1 v(vi’vj) eAVje Jv.v; - fv.VJ

Ly k = (yViVj-,k - YVivj,k—l) * Yviv; k
V(Vi7Vj) eAVkk—-1€ Jvivj
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Zuy Oy = i 0 — LL1 Yoty ) % Y O (12)
V(vi,Vj) € A VK € Jyy,

Yok < Sk V(Vi V) € A VK, € Jyy, (13)

Sty Yw ko Zuyk € 10,1} (14)

Inight€[Imin, max] (15)

Constraint (2) enforces inverters to not be linked with an inactive segment. Con-
straint (3) ensures that the amount of remained energy in the battery at the beginning of
each segment is up to critical amount l,,,. When an arc (vi, vj) € A is not a part of the
path |, we have t\',ivj‘k = 0vk € Jyy,. Constraint (4) defines the remained energy at the

beginning of each segment. This amount is the minimum value between the remained
energy in the beginning of the previous segment minus the charge consumed at the
previous segment plus the amount of energy added to the battery if the previous
segment is active, and battery’s maximum storage capacity. Constraint (5) ensures that
each vehicle reaches its destination with an amount of energy greater than the critical
value. Constraint (6) updates the state of charge of the battery in case we have (*).
Constraint (7) updates the state of charge after leaving a node. Constraint (8) guarantees
that at most Ly successive segments are active. Constraint (8) replaces constraint
(9) when the series of studied segments spreads over two successive arcs (vi,v,-) and
(Vj,V|) in the path I. Constraint (10) guarantees that two successive active segments
have at most one inverter. Constraint (11) and (12) ensure that we must have an inverter
in a series of active segments. Constraint (13) interdict the allocation of an active
segment in a prohibited zone. Expressions (14) and (15) are the variables of the model,
constraint (15) imposes that the battery capacity must be chosen in a specific interval.

6 Solution Approach

This model is a nonlinear integer program. Thus, heuristics are needed to obtain the
good compromise between different costs. In this study, we use the Particle Swarm
Optimization (PSO) approach as it has shown outstanding performance in solving
nonlinear problems. In the next section, we will describe the PSO approach, then we
extend this description to adopt the PSO to find a good solution to our model.

Particle swarm optimization (PSO) approach is relatively a new metaheuristic that
was developed in 1995 by Kennedy and Eberhart [20]. PSO is derived from the concept
of social interaction of flocks of bird and fish schooling. A swarm of bird cooperate
with the swarm leader that have a best position relatively to the source of food to get
closer to the target (food resource). The algorithm was widely used axing to its
effectiveness, requires few parameter settings, computational memory and easy
implemented.
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6.1 Standard PSO

Like genetic algorithms, PSO is population based technique, where the swarm account
for the population. Each particle i is characterized by a position X; = [Xi1, Xi2, . .., Xip]
and a velocity v; = [Vi1,Viz,...,Vip] in D-dimensional space. The displacement of
each particle i is relative to its best historical position extracted from its individual
experience Pbest; = [Pbest; ;, Pbest; ,, . .., Pbest; 5] and the global best position which
the leader position Gbest = [Gbest,, Gbest,, . . ., Gbest]. This process is expressed as
follow:

Vij(t4+1) = wv;(t) + 1% ry % (Pbesti,j =X (t)) +Cp* Iy (Gbestj =X (t)) (16)
Xi (t+1) = Xi )+ Vij (t+1) (17)

Where riand r, in (16) are two vectors of random numbers in the range of [0, 1],
ciand ¢, are the acceleration coefficients, they describe the relative influence of the
social and cognitive learning, mostly c; is equal to c,. w is the inertia weight which
determine the degree of resist change in velocity.

The pseudo code of The PSO algorithm is:

For each particle
Initialize particles with random position and velocity
End
Do
For each particle
Evaluate the particle according to the objective function
If the performance of the current particle is better than the best one Pbest;
Set current value as the new Pbest;
End
Select the particle with the best performance Gbest
For each particle
Adjust the particle velocity
Adjust the particle position
End
While stopping condition is not met

6.2 Binary PSO

In binary problems, the decision variables can only take the values 0 or 1. In our
mathematical model, we have three 0-1 decisions (Yyyx,Zuvk, Sty;), thus we have
adopted the discrete binary PSO (BPSO) to our variables. The major difference
between PSO and BPSO is that the update is made only for velocity, which expresses
the probability that a bit of solution changes to its opposite.
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0, if r>Seg(v;;(t+1))
vijt+1) = { 1,if r\Seg(vi,jJ(tnLl)) (18)

Where r in (17) is a random in the range [0.1, 1.0] and Seg is a logistic function that
transform the v;; to a probability. This transformation is defined as follow:

1

Seg (Vid- (t+ 1)) = T oD PPy

(19)

V;j must be taken between [—Vp.c, Vsl Mostly v, is equal to 6, which limits de
probability in the range of [0.0025 0.9975] (see [21]).

7 Numerical Experiments

7.1 Data

As mentioned above, our case study is the port of Le Havre. Thus, we have investigated
the set of possible tours achieved by conventional trucks. The objective is to make the
same tours achievable by an electric truck by determining a strategic allocation of static
and dynamic infrastructure of charge. Three tours are studied:

e Duboc-Roulier-Duboc
« Duboc-Atlantique-Roseliere-Duboc
e DUBOC-Roulier-TDF-Duboc

Figures 2, 3 and 4 draw the three tours within the port of Le Havre.

Fig. 2. Duboc-Roulier-Duboc

The transport network is composed of transport companies, empty container depots,
traffic circles and terminals. Figure 5 describes the graph representing the transport
network.
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Fig. 3. Duboc-Roulier-TDF-Duboc

Fig. 4. Duboc-Atlantique-Roseliere-Duboc

Duboc
Traffic chncie
Roulier

TDF
Atlantique
Rostlier

(LR N -

Fig. 5. Graph representing the transport network

As previously mentioned, each arc is subdivided into several segments with the
same length, we have considered that the length of a segment is 50 m. Table 1 presents
the number of segment on each arc. Besides, Table 2 introduces other data.
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Table 1. Number of segment on each arc

Arcs Number of segments
Duboc-Traffic circle 111
Traffic circle-Roulier 174
Roulier-TDF 78
TDF-Roulier 70
Roulier-Traffic circle 191
Traffic circle-Duboc 122
Duboc-Atlantique 176
Atlantique-Traffic circle | 95
Roseliere-Traffic circle | 117

Table 2. Other data

P | 800
Ceab 60
Cia, 5000
Coay | 250
a 0.2

b 0.8
Coat 400
N 10

5] 0.8

Table 3. Solutions costs

Solution | Battery capacity | Cost of the battery | Cost of infrastructure
1 16 6400 934200
2 20 8000 828800
3 14 5600 1402200
7.2 Results

Multiobjective PSO has allowed to decision maker three possible solutions. In each
solution, the static WPT are recommended to be installed at Duboc and TDF, while the
allocation of dynamic WPT differ within the battery capacity. Table 3 expose the three
non-dominant solutions. Tables 4, 5 and 6 determine the distance of each active seg-
ment from the origin of the arc (m). We mentioned that the number of inverters in each
solution is equal to the number of series of active segments.

The effectiveness of our results is proved by the strategic emplacement of active
segments regarding to the speed profile of trucks. We find that dynamic segments are

placed in zones where the truck is moving slowly.
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Table 4. Location of active segments of solution 1

119

Arcs Distance of each active segment from the origin of the arc (m)
Duboc-Traffic circle 4100-4150 | 4200-4250
Traffic circle-Roulier
Roulier-TDF 1150-1200 | 1550-1600
TDF-Roulier 400-450 | 1000-1050 | 2750-2800
Roulier-Traffic circle | 450-500 | 850-900
Traffic circle-Duboc 0-50 2400-2450 | 3400-3450
Duboc-Atlantique 250-300 | 450-500 |3050-3100 | 4850-4900 | 6250-6300 | 8200-8250
Atlantique-Roseliére | 850-900
Roseliére-Traffic circle
Table 5. Location of active segments of solution 2
Arcs Distance of each active segment from the origin of the arc (m)
Duboc-Traffic circle 1350-1400
Traffic circle-Roulier | 750-800 | 2050-2100 | 23502400 | 3550-3600 | 5050-5100 | 5500-5600
Roulier-TDF
TDF-Roulier 2000-2050
Roulier-Traffic circle | 4250-4300 | 5000-5500
Traffic circle-Duboc | 4150-4200 | 5300-5350 | 5450-5500
Duboc-Atlantique 2100-2150 | 5200-5250
Atlantique-Roseliere | 2200-2250 | 3400-3450
Roseliére-Traffic circle
Table 6. Location of active segments of solution 3
Arcs Distance of each active segment from the origin of the arc (m)
Duboc-Traffic circle | 1200-1250 | 3300-3350 | 4500-4550
Traffic circle-Roulier | 350-400 | 2150-2200 | 23502400 | 45004550 | 6150-6200 | 7200-7250
Roulier-TDF 1950-2000 | 2450-2500
TDF-Roulier 2200-2250 | 2800-2850
Roulier-Traffic circle | 5350-5400 | 7300-7350
Traffic circle-Duboc | 850-900 | 900-950 | 1350-1400 | 3250-3300 | 3650-3700 | 5700-5750
Duboc-Atlantique 5700-5750 | 3600-3650 | 4200-4250 | 7150-7200 | 8050-8100 | 8250-8300
Atlantique-Roseliere | 300-350 | 1900-1950 | 3400-3450

Roseliere-Traffic circle

8 Conclusion

In this paper we have studied the problem of allocation of wireless power transmitters
whiten the port of Le Havre. Our aim is in one side finding a set of solution that
presents a strategic allocation of static and dynamic WPT, in other side minimizing the
total costs of the infrastructure as well as the cost of the battery. Firstly, we have
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modeled this problem as an integer non-linear programming. Afterward, we have
adapted our problem to the multiobjective particle swarm optimization approach. As
results, we present to the decider-maker three different solutions, the decider must take
into account other issues such as battery degradation and the maintenance cost of
infrastructure. We note that our study is on the development and implementation of
addition resolution method in order to compare it with the current one, such as to our
knowledge, we are the first authors that study the problem of allocation of dynamic and
static wireless transfer transmitter.
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Abstract. The adaptive learning systems have the capacity to adapt the learning
process to the needs/the rhythms of each learner, the learning styles and the pref-
erences, but they do not ensure an individualized follow-up in real time. In this
article, we will present our architecture of an Adaptive Learning System using
Dynamic Case-Based Reasoning. This architecture is based on the learning styles
of Felder-Silverman and the Bayesian Network to propose the learning path
according to the adaptive style and on the other hand on the approach of the
Dynamic Case-Based Reasoning to ensure a prediction of the dynamic situation
during the learning process, when the learner has difficulty learning. This
approach is based on the reuse of past similar experiences of learning (learning
path) by analyzing learners’ traces.

Keywords: Adaptive learning systems - Learning style
Dynamic Case-Based Reasoning - Learning paths

1 First Section

The use of Web technologies in the educational domain has made it possible to consider
new approaches and learning contexts. Several research projects have proposed the
integration of pedagogical aspects into E-learning platforms that depend on the capacity
of these approaches to provide learners with contents and educational paths adapted to
their needs. The development of adaptive educational systems meets this objective. In
this paper, we will discuss adaptive learning systems based on the detection of knowl-
edge in relation to the teaching resources, the preferences of the learners and the learning
processes. These systems allow for personalized learning and individualized follow-up.
This follow-up makes it possible to study the behavior of the learner through his traces
of interactions during the learning.

We propose an architecture that performs adaptive learning with individualized
monitoring. This architecture is divided into two parts: the static part and the dynamic
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part. The first part allows to detect the initial learning style and to propose the path of
learning according to the style. The second part ensures an individualized and continuous
follow-up of the learner during the learning process, using the Dynamic Case Based
Reasoning approach that relies on the sharing and the re-use of successfully passed
experiments (learning paths). The rest of this article will be organized as follows: In the
next section, we will introduce adaptive learning systems. Then, in the third section, we
present the Case-Based Reasoning approach. In the fourth section, we detail our
proposed architecture and describe the different parts. Finally, in the last section, we
come to a conclusion.

2 Adaptive Learning System

Adaptive learning systems are an important class of e-learning systems; they customize
the learning process according to the needs, prerequisites, objectives, etc. of each learner,
and then create a specific learning path. These systems can be categorized in two cate-
gories, according to the strategic methods according to which these systems work to
ensure adaptability:

e Systems using explicit methods for the collection of information to build the learning
profile based on forms and questionnaires in which the learners express their learning
preferences.

e Systems using implicit methods which consist in collecting information, through the
navigation of the learner within the learning platform. The objective of these two
strategies is to provide the learning system, with the necessary information to be able
to assign the learning objects most adapted to the characteristics of the learner by
creating a learning path.

The problem of the Adaptive Learning Systems is that they assume the generated
learning path is systematically the leading one, which is not necessarily the case, since
we can always detect several negative results during the learning process [1] and they
do not allow an individualized, continuous follow-up of the learner. It allowed us to
conceive the architecture of an Adaptive Learning System using a decision support
system capable of following the learner in real time, using his or her learning style and
traces recorded in the learning platform, in order to predict and decrease the number of
abandonments. This architecture allows for:

Knowing the learning style;

Proposing the learning path;

Analyze the traces of learning;

Take into account the dynamic change of the learning path;

Providing solutions for change based on past experience (learning paths stored in a
base of learning paths).

This is why we choose the approach of Case-Based Reasoning (CBR). It is a distrib-
uted artificial intelligence approach, considered as the most privileged method of
modeling past experience of users.
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3 Case-Based Reasoning

3.1 Definition

The CBR is an approach that solves new problems based on past experiences or solved
problems available in system memory [2]. The Case-Based Reasoning CBR is a
reasoning approach to solve new problems by adapting past cases already solved. The
CBR consists in re-using a new problem, the solution of a similar old problem already
dealt with and resolved. It is based on a large number of problems solved in the past
instead of relying on a deep knowledge of the domain [3]. In the release of a new situation
(a problem), a search for the most similar situation is made in the entire past experience,
and the chosen solution will be reused and adapted (if necessary) to the new case. The
advantages of CBR system:

e It does not require an acquisition of deep knowledge of the domain to find a solution
for a problem. Indeed, the knowledge consists in establishing a description of a
problem and its solution.

e [t is relatively simple and easy to compare with other techniques of the IA.

e [t facilitates the learning, by inserting new cases into the base of the cases [4].

3.2 Cycle of CBR

In general, Case-Based Reasoning (CBR) is an approach to the resolution of problems
based on the re-use of past experience called “case”. A case represents in particular a
problem and a solution that has been applied (or a method to generate it). The CBR cycle
generally consists of five steps (Fig. 1):

o Elaboration: allows collecting all the necessary information of a problem so as to
build a new case called target case,

e Retrieve: consists in looking into the base of cases for one or several similar solved
cases in the target case. This step is based on the measures of similarity; the correct
selection of the most similar case in the base of cases depends on this measure;

o Reuse: allows obtaining a solution to the new case from the solution selected in the
previous step. The knowledge of adaptation sometimes depends on the domains of
application;

e Revise: allows estimating the proposed solution. In certain cases, it is possible that
the proposed solution does not succeed in solving the problem, which allows for
correcting or refusing the solution;

o Retain: allows adding the new case with its solution in the case base.
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Fig. 1. Cycle of CBR

The Case-Based Reasoning allows the interpretation of a situation (target case), the
retrieve of a similar situation (case sources), the proposal of an adaptation possible for
the current situation with some possible repair and the saving of the result as a new
experience of learning. The target cases of a CBR can be [6]:

e Static target cases: all the information of the case must first be presented before the
search in the base of cases [7, 8].

e Dynamic target cases: the target case evolves dynamically in time; the CBR has to
take into account this continual evolution. A dynamic case is described by one or
several records which presents the evolution of one or several parameters, which is
relevant for the prediction of the situation [7, 8]. The systems of static CBR suffer
from limitations in the management of the dynamic parameters, and they are inca-
pable of detecting automatically the evolution of their parameters as well as of
adapting to the changes of the current situation [7, 8].

4 Proposed Approach

4.1 Description of the Approach

Our approach is to adapt the learning and to offer a personalized follow-up for diverse
profiles of learners. This follow-up is based on utilizing other experiences successfully
lived with other learners. When use the Case-Based Reasoning, the case is dynamic
because the path of the learner evolves and changes dynamically with time (analysis of
traces in real time). We consider that:

e The learner has an initial learning style through this style by assigning learning
objects by constructing a learning path;
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e The learning process is observed by the traces recorded in the platform. The exploi-
tation of the traces makes it possible on the one hand to analyze the activity of a
learner and understand its behavior. And on the other hand to extract information or
knowledge in order to personalize its learning environment [9];

e The change of a way of learning of a learner (target case) triggers a CBR cycle to
adapt the learning;

e The base of cases contains the learning style of a learner and his learning path.

4.2 Our Proposed Architecture

Our architecture (Fig. 2) contains two essential phases: static phase and dynamic phase.

Fig. 2. Proposed architecture

4.2.1 Static Phase
During this phase, two steps are executed:

e Learning style detection: This step allows us to detect the initial learning style, we
used the Felder and Silverman FSLSM learning style model [10], there are several
models, the choice of the FSLSM test is that this model returns that this model fills
most of the criteria required by hypermedia systems [11]. This test defines learning
styles in 4 dimensions: Active/Reflective, Sensory/Intuitive, Visual/Verbal, Sequen-
tial/Global. Learners who belong to each dimension prefer to use specific learning
objects. The results of the FSLSM Test determine the nature and type of the learning
object.

e Proposition of a learning path: After the learning style of each learner is detected,
the learning objects are assigned according to the style. This assignment is carried
out by the Bayesian network. The Bayesian Network [12, 13] allows calculating the
probability to assign learning object according to a description of the learning style
of the learner. The result of this phase is the modeling and determination of the
learning style of the learner.
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4.2.2 Dynamic Phase
This phase starts with the beginning of learning training/a course. It comprises:

e Learner behavior modeling: collects information from the traces of interaction
between the learner and the platform.
e Detection of a change in the proposed learning path: launch of the CBR cycle.

During this phase, the CBR cycle will be applied with each one of its steps:

o Elaboration: allows to collect information such as learning styles and to observe the
behavior of the learner by analyzing his traces in the system in a continuous way.
Considering that the learner who does not follow the proposed learning path or who
has a failure in the evaluation: a target case;

o Retrieve: allows to detect the source case(s) most similar to the target case, by
looking for the learning path(s) most similar to the target case in the base of the source
cases (past learning paths) based on the measure of similarity with learners with the
same style or with all learners. The comparisons between the target case and the
source cases are based on indicators, which are collected from the observation of the
analysis of learners’ traces during the learning: The number of connections to the
platform, the number of visits to each unit of the course, the total time spent for each
unit, the number of examples, the number of exercises, the duration allocated to the
theoretical part, the duration allocated to the practical part, etc. This step will be
activated each time a change in the traces of the learners leads to changing a learning
path, i.e. an update of the target case with time;

e Reuse: Based on the retrieved case, the adaptation solves the target problem:

— Applying the proposed solution without change.
— Applying the proposed solution with change.
— Applying human intervention.
e Revise: This step will be executed:
— If the case chosen is the most similar source case of the target case
— Otherwise, if the source case does not match the target case. In this case, the system
must return to the Recall step.

e Retain: Memorize the target case as a new case in the system knowledge base (case
basis). During this phase, the system intervenes by offering a base of the learning
paths of learning indexed to build or adapt paths by relying on the traces of the learner
interacting with the platform and learning style, in order to have an individualized
follow-up in real time.

S5 Conclusion and Perspectives

Our contribution consists in proposing architecture allowing an adaptive learning and
an individualized follow-up of the learner. Our architecture bases on the test of FSLSM
to detect the initial learning style of the learner (the preferences), the Bayesian Network
to affect the learning objects according to the detected style by creating of learning path
and a decision system allowing to adapt the learning, if the learner does not follow the
proposed learning path or he suffers difficulties to learn.
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In Our architecture, we used a Dynamic Case-Based Reasoning based on the traces
by the learner during the learning process. These traces change in real time. Our future
work consists in implementing the proposed architecture, developing the different steps
of the cycle of the Dynamic Case-Based Reasoning.
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Abstract. Satellite image segmentation is a principal task in many applications
of remote sensing such as natural disaster monitoring and residential area detec-
tion and especially for Smart cities, which make demands on Satellite image
analysis systems. This type of image (satellite image) is rich and various in content
however it suffers from noise that affects the image in the acquisition. The most
of methods retrieve the textural features from various methods but they do not
produce an exact descriptor features from the image and they do not consider the
effect of noise. Therefore, there is a requirement of an effective and efficient
method for features extraction from the noisy image. This paper presents an
approach for satellite image segmentation that automatically segments image
using a supervised learning algorithm into urban and non-urban area. The entire
image is divided into blocks where fixed size sub-image blocks are adopted as
sub-units. We have proposed a statistical feature including local feature computed
by using the probability distribution of the phase congruency computed on each
block. The results are provided and demonstrate the good detection of urban area
with high accuracy in absence of noise but a low accuracy when noise is added
which yields as to present a novel features based on higher order spectra known
by their robustness against noise.

Keywords: Computer vision - Segmentation - Classification - Satellite image
Statistical feature - Phase gradient - Higher Order Statistics

1 Introduction

Remotely sensed images of the Earth that we can acquire through satellites are very
large in number. The classification of data has long attracted the attention of the remote
sensing community because classification results are the basis for many environmental
and socioeconomic applications [1]. Scientists and practitioners have made much effort
in developing advanced classification approaches and techniques for improving classi-
fication accuracy. Each image contains a lot of information inside it and can have a
number of objects with characteristics related to the nature, shape, color, density, texture
or structure. It is very difficult for any human to go through each image, extract, and
store useful patterns. An automatic mechanism is needed to extract objects from the
image and then do classification. The problem of urban object recognition on satellite
images is rather complicated because of the huge amount of variability in the shape and
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layout of an urban area, in addition to that, the occlusion effects, illumination, view
angle, scaling, are uncontrolled [2]. Therefore, more robust methods are necessary for
good detection of the objects in remotely sensed images. Generally, most of existing
segmentation approaches are based on frequency features and use images in gray levels.
Texture based methods partition an image into several homogenous regions in terms of
texture similarity. Most of the work has concentrated on pixel-based techniques, [3].
The result of pixel-level segmentation is a thematic map in which each pixel is assigned
a predefined label from a finite set. However, remote sensing images are often multi-
spectral and of high resolution which makes its detailed semantic segmentation exces-
sively computationally demanding task. This is the reason why some researchers decided
to classify image blocks in-stead of individual pixels [4]. We also adopt this approach
by automatically dividing the image into a single sub-image (block), and then evaluate
classifiers based on support vector machines, which have shown good results in image
classification. The process of generating descriptions represents the visual content of
images. In this paper, we focus on the emerging image segmentation method that use
statistical feature; in order to model local feature and we analyze the effect of noise on
the classification accuracy.

The rest of the paper is organized as follows. Section 2 presents a review of some
works related to our work, Sect. 3 describes the general framework of the proposed
approach, while Sect. 4 shows the experimental results and finally Sect. 5 concludes the

paper

2 Related Work

There are many techniques for classification of satellite images. We briefly review here
some of the methods that are related to our work: Mehralian and Palhang, [5] separate
urban terrains from non-urban terrains using a supervised learning algorithm. Extracted
feature for image description is based on principal components analysis of gradient
distribution. Ilea and Whelan [6] considered the adaptive integration of the color and
texture attributes and proposed a color-texture-based approach for SAR image segmen-
tation. Fauquer et al. [7] classify aerial images based on color, texture and structure
features; the authors tested their algorithm on a dataset of 1040 aerial images from 8
categories. Ma and Manjunath [8] use Gabor descriptors for representing aerial images.
Their work is centered on efficient content-based retrieval from the database of aerial
images and they did not try to automatically classify images to semantic categories. In
this work, we use local features, believing that is beneficial on identifying image and
more suitable to represent complex and noisy scenes and events categories, our feature
vector extracted will be the result of combination of the statistical local feature.

3 Proposed Approach of Urban Terrain Recognition

In this paper, a new approach for satellite images segmentation is presented. The method
comprises three major steps:
Firstly, we start by splitting the image into blocks with size of (20 X 20).
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The second step consists in feature extraction, we calculate the computation of phase
congruency map of each sub image (block) then, the statistical local features (mean,
variance and skewness) are calculated from the probability distribution of the phase
congruency. These features are combined to construct a feature vector for each block.
These vectors are used to characterize each sub image.

Finally, these vectors are used as training and testing where Gaussian noise is added
to the test images. Classification is performed using SVM to distinguish urban classes
from non-urban classes. The tests show that the proposed method can segment images
with high accuracy in absence of noise but when the images are corrupted by noise the
accuracy become progressively worse.

In what follows, it is assumed that satellite images are being analyzed for segmen-
tation to urban and non-urban terrain. Below, we describe each of these steps.

3.1 Partitioning

For evaluation of the classifiers we used 800 x 800 pixel (RGB) image taken from
Google Earth related to Larache city, Morocco, satellite images are sometimes very large
and handling. We split this image into smaller blocks of 20 x 20 pixels, with an overlaps
of 4 pixels at the borders. So we have in total 4493 blocks in our experiments. We
classified all images into 2 categories, namely: urban and non-urban. Examples of sub-
images from each class are shown in Fig. 1.

Fig. 1. Some sample blocks from satellite images; first row: Non-urban areas, second row urban
areas.

3.2 Feature Extraction

To describe each sub-image, the statistical features of the 2D phase congruency histo-
gram applied on each block and obtained values as principals used for features, so we
have a 1D feature vector for each block, which will be used in training process.

The statistical features [9] provide information about the properties of the probability
distribution. We use statistical features of the phase congruency histogram (PCH) as
mean, variance and skewness that are computed by using the probability distribution of
the different levels in the histograms of PCH. Let Ai be a discrete random variable that
represents different levels in a map and let p(/li) be the respective probability density
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function. A histogram is an estimation of the probability of occurrence of values 4; as
measured by p(li). We content with three statistical feature of histogram:

e Mean (m): computes the average value. It is the standardized first central moment
of the probability distribution in image.

-1
m= Z ’Iip(/li)
i=0

e Variance (6): It’s second central moment of the probability distribution, the expected
value of the squared deviation from the mean.

L-1

o= Zp(ﬂi)/liz -m?

i=0

e Skewness (k): computes the symmetry of distribution. S gives zero value for a
symmetric histogram about the mean and otherwise gives either positive or negative
value depending on whether histogram has been skewed right or left to the mean.

L-1

k=2 (ri=m)p(r)

i

Il
=]

After the calculation of these statistical features for each PCH, the feature vectors
SfPC of each block are constructed as:

fPC = {mPCH,cPCH, kPCH}

The feature vectors of all the blocks images including urban and non-urban sub-
image are constructed and stored to create a feature database.

After feature extraction, we use this vector feature to train and test SVM. Given a
set of training examples, each marked as belonging to one of two categories. We used
half of the images for training and the other half for testing.

In order to evaluate the effect of noise on the classification of satellite images, we
add Gaussian noise with different noise levels (SNR = 20 dB, 10 dB and 5 dB) on the
test images. The results of the classification experiment with and without noise are
reported in Table 1.

4 Experimental Result of the Proposed Method

4.1 Phase Congruency Features

We experiment the approach on two samples of satellite image, taken both from Google
Earth, related to Larache city, Morocco [10]. There sizes are 800 x 800 pixel (RGB)
image. We have split (with an overlaps of 4 pixels at the borders) these images into
smaller sub-images of 20 X 20 pixels. In total, it occur 4493 sub images.
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We characterize each sub-image by 1D statistical feature vector, which is based on
the statistical local features (mean, variance and skewness) calculated from the proba-
bility distribution of the phase congruency (Fig. 2).

With noise (SNR = Without
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Fig. 2. Local feature plot of a satellite image with a level noise (5 dB) and without noise

Figure shows the plot of local feature of a satellite image block (see Fig. 3) with a
very high level noise (5 dB) and without noise, it can be observed that some picks have
despaired when adding noise; which means that the feature have been affected by the
noise.

Fig. 3. Satellite image block without noise (first line) and with a level noise (5 dB) (second line)

We use half of the features for training and the other half for testing, we label the
training data manually with 1 and —1, where label 1 refers to urban category and the —1
refers to non-urban category, and the obtained model will be tested on the test data. To
evaluate the robustness of the features against noise, we add Gaussian noise with
different levels noise on the test data. In the sections below the results of the test will be
discussed.

To examine the ability of proposed approach, we have used accuracy and precision
statistical measures:

Table 1. Table captions should be placed above the tables.

Metric Without noise |SNR=5dB |SNR=10dB |SNR =20dB
Accuracy | 0.94 0.74 0.85 0.93
Precision | 0.96 0.76 0.87 0.95
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From Table 1 we observe that in the absence of noise, the phase congruency features
give good results (94%). However, when the images are corrupted by Gaussian noise,
the correct accuracy becomes to deteriorate from 93% at SNR = 20 dB to 74% at
SNR =5 dB.

This degradation yields us to think about exploiting Higher order spectra in the
feature extraction procedure. Higher order spectra and especially the third order namely
the bispectrum are known by their ability to nullify Gaussian noise.

4.2 Bispectrum Features

Bispectrum is the third order spectrum known by its ability to nullify Gaussian noise
where the bispectrum of Gaussian noise is zero [11, 12].
Mathematically the bispectrum B(f1, f2) of 1D signal X is expressed as:

B(f1,£2) = X(f1) - X(f2) - X(F1 + £2)

Where X(f1) and X(f2) are respectively the fourier transform of x at frequencies f1
and f2 and X(f1 + f2) the conjugate.
The bispectrum is a complex value and it can be expressed as:

B(f1,f2) = B(f1,£2) V exp(ix)

Where B(f1,f2) Vv is the magnitude and = is the phase of bispectrum.

Features extracted from bispectrum are very robust against noise where every Gaus-
sian noise added to the image is eliminated by the bispectrum. For this reason, we are
interested in the bispectrum magnitude features.

Fig. 4. Mean magnitude of bispectrum of a satellite image with a level noise (5 dB) and without
noise.

Figure 4 shows the mean magnitude of bispectrum of a satellite image with a very
high level noise (5 dB) and without noise, it can be observed that the feature do not
affected by the noise. Hence it can be used as a feature for classifying satellite images.
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5 Conclusion and Perspectives

In this work, we have focused on the type of Feature Extraction Technique, and we have
proposed a statistical feature including local features in which we compute the proba-
bility of distribution of 2D phase congruency. We distinguish urban from non-urban
terrain, the algorithm makes decision about image block (not a pixel) in both size
(20 x 20), so each block are described by 1D vector features, then SVM are used for
classification. The results of the approach yield good performance in absence of noise.
However, when the images are corrupted by Gaussian noise the accuracy deteriorate
which yields as to analyzing bispectrum features that do not change with noise. As a
future work, we are interested in exploiting the presented magnitude feature to classify
noisy satellite images.
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E-learning environments are aspiring to respond to the growing need for personalized
on-line learning by providing more support for adaptability and on-demand learning
object generation [1]. Adaptive Educational Hypermedia systems (AEHS) are con-
sidered as one of the key areas for delivering personalized e-learning. The benefit of
such learning is that it can be dynamically tailored to the individual student’s abilities
and skill attainment. This empowers the learner engagement and his learning outcomes.
Although, some studies [2, 3] report that AEHS are not widely used since they are still
challenging various issues. Particularly, in the earlier work [4], we have showed,
through our analysis of 50 current AEHS, that for learner modeling, designers need to
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consider the maximum amount of relevant data without overloading the user by
questionnaires that may dissuade him/her. Since the quality of the provided person-
alized learning depends largely on the characteristics and richness of the learner model,
adaptive learning systems would benefit from improving their learner models. We have
also noticed that there is a lack of standards use, which could have insured the inter-
operability, the reusability and the scalability of the learner model. Finally, concerning
the adaptation model, we have noticed that all AEHS adapt their features to one or two
of the following aspects: content, navigation or presentation and very few systems
adapt to all the three at the same time. We wonder whether there are other adaptation
aspects that could boost learner motivation.

To cope with these issues, we investigate, in this paper, how social networks can
help building AEHS. We propose a system architecture that acquires wider knowledge
about a user, from his/her interaction with social networks. This will allow reaching a
better adaptation and avoiding disadvantages of questionnaires, such as additional time
that students need to spend and the influence of lack of motivation to fill out loaded
questionnaires. In fact, on one hand, our literature review concerning social networks
analysis [5, 6] shows that we can use such networks to analyze user behavior, extract
his/her preferences and predict his/her personality traits. On the other hand, several
published papers acknowledged that personality traits, in particular, influence learning
and academic behaviors (how the learner likes to proceed, what motivates him and if
he/she likes to collaborate with others) [7, 8]. That explain why we should include
personality traits in our learner model as an adaptation criteria together with the
learning style and the knowledge level. Effectively, adapting our system to the learner
personality traits imply varying the learning approach for each type of learners,
encouraging the use of collaborative tools when needed and providing the most con-
venient feedback for each trait. This latter is a novel adaptation aspect that can be added
to the three ones used to date: content, navigation and presentation.

In addition, this paper shows how we could use educational specifications
(IMS-LIP [9] for user modeling) and standards (IEEE-LOM [10] and SCORM [11] for
domain modeling) to support dynamic modeling and collaboration during the per-
sonalized learning process that corresponds to the expected objectives.

The remainder of the paper is structured as follows. In Sect. 2, we present the big
five personality model and the Felder and Silverman learning style model and how we
can differentiate learning according to their characteristics. In Sect. 3 we describe our
system architecture with its detailed models. Finally, we conclude with directions for
future work in Sect. 4.

2 Related Work

Providing accurate personalized learning to users requires modeling their preferences,
interests and needs. This is referred to learner modeling. Therefore, most of the
researchers on adaptive learning systems have focused on the learner profile based on
his knowledge level and/or learning style. We agree that including these data in an
adaptive system is essential, since knowledge level serves to define the appropriable
learning object difficulty and the learning style represents how the student like
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processing information. However, we think that if we can consider also the learner
personality traits, this will extend the learner model and provide more adaptability. So
we suggest an association between personality type, learning style and knowledge level
as criteria for generating customized learning objects. In this work, we adopt the big
five personality model [12] since it is one conceptualization of personality that has been
increasingly studied and validated in the scientific literature [13] and the Felder and
Silverman learning style model for its simplicity and well acceptance [4].

2.1 Big Five Personality Traits

Personality could be defined as the set of an individual’s characteristics and behaviors
that guide him/her to make decisions and act accordingly under specific conditions [14].

According to the big five personality model, most human personality traits can be
described in five wide-ranging dimensions which are: Openness, Consciousness,
Extraversion, Agreeableness and Neuroticism (OCEAN) [12]. This model has emerged
for understanding the relationship between personality and academic behaviors [15-
17]. Table 1 summarizes these relationships.

Applying the big five personality model in this work will allow us to determine
which learners are thoughtful (deep approach), which ones process information more
superficially (surface approach) and which ones focus on the product (achieving
approach). Furthermore, this model will help us to determine if learners like to col-
laborate or not and which learners need an extrinsic motivation for learning. In fact
learners with high scores (greater than 50%) in:

« Openness, Consciousness or Extraversion are more likely to proceed with a deep
approach, so they make sense of what they are learning, they can relate it to their
previous knowledge, they have positive emotion about learning and they like dis-
cuss their thoughts with others [18].

< Extraversion are more interested in obtaining high grades, they follow up all sug-
gested material and exercises. So, it’s more advantageous to remember them the
objectives of courses and how those can help them to success in their career. This is
called the achieving approach [15].

« Neuroticism are likely to limit their study to the minimal fundamentals, they don’t
make connections between pieces of information but can memorize what they learn
in an atomistic way. This is called the surface approach [15].

Learners’ personality traits can be measured in different ways. The explicit way
uses questionnaires such as the International Personality Item Pool of the NEO
(IPIP-NEO) [19], the mini-IPIP scale [20], the Big Five Inventory (BFI) [12] or the
NEO Five Factor Inventory (NEO-FFI) [21]. The implicit way, which particularly
interests us in this work, consists of predicting the learner personality traits from his
digital footprints of behavior in social networks especially Facebook or Twitter! [22].

L https://applymagicsauce.com/demo.html.
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Table 1. Correlation between personality traits and learning characteristics
Personality Characteristics Learning Collaboration Motivation
trait approach type type
Openness Asking questions, Deep Collaborative Intrinsic
(high +50%) analyzing arguments, approach

critical, logical, relating

learning to previous

knowledge
Consciousness Concentration, Deep and Individual Intrinsic
(high +50%) autonomy, organization, strategic

caring about learning approach

conditions, clear goals
Extraversion Perceiving studying as a | Deep Collaborative Academic
(high +50%) means of getting hold of | approach success

a degree or finding a motivation

well-paid job
Agreeableness Friendliness, Achieving Collaborative Extrinsic
(high +50%) Trustworthiness, and approach

cooperativeness
Neuroticism Lack of concentration, Surface Individual Extrinsic
(high +50%) fear of failure, problems | approach

in understanding how

things relate to each

other

2.2 Felder and Silverman Learning Style Model

Felder and Silverman, in their inventory of learning style [23], outline various
dimensions regarding how people process information, and each dimension has two
possible values:

e Information processing: Active (A)/Reflective (R)
e Perception: Sensing (S)/Intuitive (1)

e Input: Visual (Vi)/Verbal (Ve)

e Understanding: Sequential (Seq)/Global (G).

The combinations of these preferences result in total of 16 learning styles types and
are typically denoted by four letters to represent a person, for example one learner can
have as learning style: (A, I, Ve, G).

The relation between the learning style and learning strategy has attracted many
researchers. The results of their works showed that learner, tend to favor a particular
teaching strategy enabling him to better assimilate the course. Some authors [24, 25]
suggest an association between learning style and learning objects in E-learning con-
text. Table 2 summarizes the preferences of each style according to the Felder and
Silverman model.

The Felder and Silverman learning style is generally determined within the
administration of the Index of Learning Styles Questionnaire (ILSQ) which is an online
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Table 2. Felder & Silverman scale and its implications for learning preferences

Learning style Type Preferences

dimension

Information Active Applied exercises, experimentation, simulations,
processing role-play, project, group work

Reflective Less exercises, situations problems, summaries, case
study, individual work

Perception Sensing Applied exercise, experiences, concrete facts, first
examples then theory
Intuitive Theoretical data, theory before examples, abstract
problems
Entry channel Visual Graphs, photos, diagrams, charts, videos, multimedia
Verbal Text, audio, hypertext, conferences, lecturing, verbal
information
Understanding Sequential | Exercises after theory, summaries after course, logical
fixed order
Global Holistic approach: overview, exercises and summary

before course

form composed of 44 questions [26]. However, it has been noticed that questionnaire is
not reliable since given answers could not accord with the real behavior the questions
aim to investigate (either the user deforms his answers intentionally or not) [27]. To
come up with this issue, some authors proposed probabilistic methods in order to detect
the style of the learner by investigating his behavior while using the system. These
methods include neural networks [28], KNN [29], Bayesian networks [30], etc.

3 Our Proposed System Description

In this section we propose a framework for our adaptive learning system. This
framework consists of methods and mechanisms to provide a customized educational
experience which meets the educational interests and needs specific to each learner.
Our system is distinguished from the existing ones by the fact of adopting social
networks APIs to initiate the learner model. That implies several modifications to the
classical models used to date:

« for the learner model, it will consider the personality traits as a data and an adap-
tation factor;

e for the domain model, it will take into account collaborative tools as learning
objects, so the system can show them when needed;

» for the adaptation model, it will add feedback as an adaptation aspect, in a way that
it can be adapted to the learner personality traits.

Our proposed architecture is conforming to the LAOS theoretical framework [31]
as shown in Fig. 1. We have chosen this model since it is comparatively the most
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Fig. 1. Macro architecture of our adaptive learning system.

recent one, it provides a clear separation of the major parts of an AEHS and it con-
tributes to modeling the pedagogical process of a course.

The learner model refers to the user model (UM) in LAOS, the pedagogical model
is the equivalent of the goals and constraints model (GM), the domain model and the
adaptation model maintain the same nomination (DM) and (AM) and the user interface
represents the presentation model (PM).

3.1 Learner Model

Our learner model is based on the IMS-LIP specification model [9]. This specification
will ensure the interoperability and the richness of the learner model, an aspect that was
rarely considered by the existing AEHS. The proposed learner model includes
implicitly and explicitly acquired data. The adaptation to this model essentially con-
siders: the personality traits, the learning style according to the Felder & Silverman
model and the knowledge level.

A novel way to respond to the IMS-LIP specification without overloading the user
by questionnaires is the use of social networks. In fact, domain-independent data that
could be retrieved via the Facebook, Twitter and LinkedIn APIs are:

< ldentification: Name, e-mail, age, gender, mother tongue.
« Affiliation: names of the groups user is affiliated.

e QCL: qualifications, certifications and licenses.

e Accessibility: language skills.

» Interests: hobbies, entertainment.

e Goal: in terms of career.
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e Accessibility: personality traits which are detected from navigation traces and
behavior of the user on Facebook or Twitter. Once those traits are defined, we can
conclude the motivation type and the preference to collaborative work.

The system uses tests and/or questionnaires to fill in the following fields:

e Competency: skills and knowledge acquired before starting a course and at the end
of each learning sequence.

e Activity: other activities initiated by the learner.

e Goal: specific to the field study.

The system automatically detects the following fields:

< Relationship: between the system and other data structures.

e Security key: password and security codes assigned to the learner.

e Transcript: a summary of the results obtained when using the system. We will
enrich this field with a complete description of the learner’s navigation and his/her
connection time. These data which will be used to predict the learning style of the
user according to the Felder & Silverman model (trait of the Accessibility field).

Once the user registered, the system stores his personal data, that is mostly extracted
from his social networks if he owns one at least, especially Facebook. Otherwise, the
user is asked to fill in a form that allows to respond to the IMS LIP specifications and to
answer the big five personality traits questionnaire. Concerning the learning style, the
user has the choice to answer the ILS questionnaire or to let the system detecting it
automatically from his interaction and navigation traces while using the system.

Fig. 2. Use case diagram of the learner and the system
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Mostly, the learner, as a principal actor of the adaptive system, must subscribe if
he/she is a new user, either by providing his/her login/password in order to access to
his/her social networks or by answering a questionnaire. If the learner has already used
the system before, he/she just need to authenticate his/herself.

The learner can always manage his/her profile by adding, removing or changing
some data. Finally, the learner can access to the courses available within the system,
he/she can: read their contents, navigate to the links proposed by the system, participate
on forums, wikis, blogs and chats and pass tests/quizzes, so the system can evaluate
him/her.

Figure 2 outlines the prospective use cases of the learner in his/her interaction with
the system, according to the modeling language UML (Unified Modeling Language).

3.2 Domain Model

The proposed domain model is composed of assembled learning objects. This new
tendency plays an important role in the development of e-learning systems by allowing
the use and reuse of digital courses.

To ensure the reuse of learning objects by virtual platforms, their information
structure is standardized. The most common standards are: LOM (Learning Object
Metadata) [10], SCORM (Sharable Content Object Reference Metadata) [11], IMS-LD
(IMS Learning Design) [32] and ISO/IEC 19788 — MLR (Metadata Learning
Resources) [33].

For our domain model, we have chosen to use the standards LOM and SCORM.
Since LOM, standardized by the IEEE organization, provides a metadata model for
describing learning objects, which facilitates their indexing and reuse. While SCORM
proposes a mechanism for exploiting various learning objects in a system and con-
trolling their use.

Multiple versions of the same learning object are created in agreement to the
principle of differentiated pedagogy [34], and are indexed by the means of the LOM
content metadata.

The LOM standard indexes each learning object within nine descriptive elements as
follows: 1. General, 2. Lifecycle, 3. Meta metadata, 4. Technical, 5. Educational,
6. Rights, 7. Relation, 8. Annotation and 9. Classification.

Table 3 shows our list of descriptors that are essential for adapting resources to the
learner profile.
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Table 3. Our list of descriptors used for learning object adaptation.

Identifier | Element Description
1 General
1.2 Title Title of the resource
1.3 Language Language(s) of the resource
1.4 Description Description of the resource content
15 Keyword keywords giving information about the theme carried by the
resource content
1.7 Structure Basic structured organization of the resource (collection,
linear, hierarchical, etc.)
4 Technical
4.1 Format Sound, textual
5 Educational
5.1 Interactivity Description of the predominant learning mode promoted by
type the resource
5.2 Learning Free activity, narrative text, auto evaluation, case study,
resource type summary, demonstration, formative evaluation, exercise,
experience, exploration, reading text/presentation, educational
game, role-play, project, educational scenario, simulation
5.3 Interactivity High (1) or low (0)
level
5.4 Semantic Very low to very high
density
5.6 Context Description of the pedagogical use of the resource
5.7 Typical age Age of users
range
5.8 Difficulty Resource difficulty: very easy, easy, medium, difficult, very
difficult
5.9 Typical Approximate learning time
learning time
7 Relation
7.1 Kind Kind of relations between learning objects (prerequisite, part
of, based on, etc.)
9 Classification
9.1 Purpose Purpose of the resource

3.3 Pedagogical Model

The purpose of our pedagogical model is to describe the learning strategies. It consists
of rules and constraints that synthesize the domain knowledge hierarchy (prerequisites,
parts, equivalents, etc.) and the constraints that have to be respected by the system for a
better adaptation of learning objects. We propose a set of rules, on the basis of the
works of [24, 25], that allows adaptation to the knowledge level, to the personality
traits and to the Felder and Silverman learning style:
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Knowledge level

e Rulel: IF "test result" <50% THEN "LOM.Educational.Difficulty (5.8)" =
very easy.

e Rule2: IF 50% <= "test result" <60% THEN "LOM.Educational.Difficulty
(5.8)" = easy.

* Rule3: IF 60% <= "test result" <70% THEN "LOM.Educational.Difficulty
(5.8)" = medium.

* Ruled: IF 70% <= "test result" <90% THEN "LOM.Educational.Difficulty
(5.8)" = difficult.

* Rule5: IF "test result"> = 90% THEN "LOM.Educational.Difficulty (5.8)" =
very difficult.

Personality traits

* Rulel: IF "personality type" = Openness, Extraversion or Agreeableness
(+50%) THEN "LOM.Educational.Interactivity level (5.3)" =1.

« Rule2: IF "personality type" = Consciousness or Neuroticism (+50%) THEN
"LOM.Educational.Interactivity level (5.3)" =0.

« Rule3: IF "personality type" = Openness, Consciousness or Extraversion
(+50%) THEN "LOM.Educational.Semantic density (5.4)"> 2.

- Ruled: IF "personality type" = Agreeableness or Extraversion (+50%) THEN
display LOM.Classifcation.Purpose (9.1).

« Rule5: IF "personality type" = Neuroticism (+50%) THEN display
LOM.Classifcation.Purpose (9.1) and "LOM.educational.Semantic density
(5.4)"=0or 1.

Felder & Silverman learning style

e Rulel: IF "learning style" = Active THEN "LOM.Educational.Learning
resource type (5.2)" = "exercise or experience or simulation” AND
"LOM.Educational.Interactivity level (5.3)" =1.

e Rule2: IF "learning style" = Reflective THEN "LOM.Educational.Learning
resource type (5.2)" = "case study or exploration or summary".

e Rule3: IF "learning style" = Sensing THEN "LOM.Educational.Learning
resource type (5.2)" = "exercise or experience or simulation" and
"LOM.General.Structure (1.7)" = examples before theory.

e Rule4: IF "learning style” = Intuitive THEN "LOM. Educational.Learning
resource type (5.2)" = ‘“case study or narrative text" and
"LOM.General.Structure (1.7)" = theory before examples.

e Rule5: IF "learning style" = Visual THEN "LOM.technical.format (4.1)"=
"textual or video".

« Rule6: IF "learning style” = Verbal THEN "LOM.technical.format (4.1)"=
"sound or video".

e Rule7": IF "learning style" = Sequential THEN "LOM.General.Structure
(1.7)" = theory before exercises.

« Rule8: IF "learning style" = Global THEN "LOM.General.Structure (1.7)" =
summary and exercises before theory.
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3.4 Adaptation Model

We propose a probabilistic adaptation model, such us Bayesian Networks [30], which
dynamically calculates the probability that a learning object is the most suitable to the
learner’s learning style, personality traits and knowledge level. It allows also giving
feedback to learners based on their test results and their personality traits following to
the recommendations of the authors [35].

The adaptation model is, all the time, on communication with the learner model, the
domain model and the pedagogical model. It first checks if the title of the resource, its
purpose, description, context, language and typical age range correspond to the
requested course by the learner and his profile. After what, and on basis of the learner
prerequisite test results, the adaptation model defines the difficulty of the corresponding
resource (following the rules of the pedagogical model). Then, it applies the rules
corresponding to the learner’s personality type. Finally, once the learner’s learning
style is defined, the adaptation model selects the most probable convenient learning
objects.

In virtue of the probabilistic and dynamic aspects enclosed in automatic detection
of learning styles, our system gradually and constantly adjusts the learner model.
Consequently, this inquires the adjustment of the learning objects generation, in a way
that those concord with the updated learner model. It’s another advantage of our
system, that was not widely applied in the current AEHS.

4 Conclusion and Future Work

Within this paper, we have proposed an initial formalization of our adaptive learning
system architecture. We have investigated a new way to initialize the learner model by
using social networks, while meeting the specifications of the IMS LIP. The compli-
ance to such specification will grants the interoperability and the reusability of the
learner model, in contrast to the existing AEHS learner models. Also the extracted data
from social networks will enrich our learner model and will reduce the use of
questionnaires.

We introduced adaptation rules corresponding to the learner’s personality traits, on
the basis of the literature review concerning the subject. Such traits have never been
used by the current AEHS. However, we have noticed that the adaptation to personality
traits is quite important. It involves considering collaborative learning objects, adapting
the learning approach and providing adequate feedback to learners. This will increase
their motivation to use the system and will promote interaction and collaboration
among users, whose personality shows that they like to interact. That is, in fact, one of
the principles of the connectivism learning theory [36].

We discussed also how we can model the domain, in a way that it corresponds to
the most common standards and it allows dynamic adaptation of the adaptation model.

The proposal is under implementation in a prototype system, once done we should
test it on a sample of learners and discuss the results.
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Abstract. Embedded systems (ES) are nowadays, in the heart of every com-
plex electronic device. An ES is a system that combines both hardware blocks
and software blocks in a single chip. The necessity to decrease the cost and the
development time of the design flow of the ES and to keep the overall perfor-
mance of the system require the development of new design approaches for such
systems. The compound design (co-design) is a very interesting approach used
to fulfill the latter requirements. The partitioning of blocks between hardware
and software is one of the most important steps in this process of co-design. In
this paper, we present a novel method (heuristic) based on optimal path opti-
mization technique (lagrangian relaxation method) to deal with the partitioning
problem. The solution aims to optimize the hardware area (cost) of the ES while
respecting a given constraint time of execution. To validate the effectiveness of
our approach, we give a comparison with the results obtained with the Genetic
Algorithm (GA).

Keywords: Embedded systems - HW/SW partitioning - Lagrangian relaxation
Heuristic algorithms - Co-design

1 Introduction

The Hardware/Software co-design plays a major role in designing modern embedded
systems application. In fact, it facilitates the integration of embedded systems in many
critical and important sections. Particularly, in smart cars, smart building, home
automation, smart grid and many other sections which compose modern smart cities.
The Hardware/Software co-design as defined in [1] is the design of cooperating
hardware components and software components in a single design effort. Choosing a
good balance between hardware implementation and software implementation is
driving by several factors such as performance, energy efficiency, power density,
design complexity, design cost and design schedules. In this article, we make a focus
on the performance factor which is related to the execution time and the cost factor
which is related to the hardware area. Several approaches had been proposed in the
objective to optimize the partitioning while dealing with those two factors. There are
mainly two approaches’ families, the exact algorithms and the heuristic algorithms. In
the exact algorithms family, we find especially Branch and Bound method (BB),
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Integer Linear Programming (ILP) and Dynamic Programming (DP). BB is defined in
[2] the algorithm is based on binary tree, the objective is to find the path from the top to
the bottom of the tree. An example of its application to Hardware Software Partitioning
(HSP) problem is presented in [3]. ILP formulation consists of a set of variables, a set
of linear inequalities, and a single linear function of the variables that serves as an
objective function, ILP was used in HSP problem in [4]. DP is a method, in which large
problems are broken down into smaller problems, and through solving the individual
smaller problems, the solution to the larger problem is discovered, an example of using
dynamic programming in HSP is described in [5].

The heuristic algorithms family contains Simulated Annealing (SA), Genetic
Algorithm (GA), Tabu Search (TS), Greedy Algorithm (GR), Hill Climbing Algorithm
(HC) and Particle Swarm Optimization (PSO). SA algorithm is based on the analogy
between the solid annealing and the combinatorial optimization problem, the algorithm
is explained in [6], an enhancement of the SA algorithm is presented in [7]. Genetic
Algorithm (GA) mimics the process of natural evolution and is based on the survival-of
the fitness principle, the steps are: (1) Population Initialization, (2) Parents selection,
(3) Crossover, (4) Mutation, and the process is repeated from step 2 until the termi-
nation condition is met, the algorithm is explained in [8], in which the authors proposed
an heuristic algorithm based on a combination of simulated annealing algorithm and
genetic algorithm. Many other researches were proposed based on genetic algorithm as
in [9-15]. Tabu Search algorithm employs local search methods to a problem and
checks its immediate neighbors in the hope of finding an improved solution, an
example of tabu search implementation is presented in [6]. Other studies were based on
tabu search algorithm, as in [16, 17]. Greedy Algorithm constructs a solution in iter-
ative way, it starts by a candidate set, and at each step it adds the element that gives the
best optimization (optimize the objective function under a set of constraints), an
implementation of greedy algorithm for HSP problem is described in [18]. In [19], the
authors propose an enhanced greedy algorithm that escapes local minima and leads to
the globally optimal solution. Hill Climbing Algorithm consists of starting with a
sub-optimal solution to a problem, and then repeatedly improves the solution until
some condition is maximized. Unlike the Greedy Algorithm, Hill Climbing Algorithm
has the ability to avoid local minima. In [20], the authors propose a novel technique for
the neighbors search. Particle Swarm Optimization (PSO) is defined in [21]. PSO
consists of a swarm of particles, where particle represent a potential solution (better
condition). Particle will move through a multidimensional search space to find the best
position in that space. An example of using PSO in HSP problem is presented in [22].
In [23], the authors propose a method based on the shortest path algorithm. Table 1
summarizes and gives taxonomy of cited algorithms. This paper treats the HSP
problem in the same objective. A novel heuristic approach is proposed to minimize the
global cost under a given temporal constraint. As in [23], the Data Flow Graph
(DFG) is used to model the system. In our approach, each block is supposed to
communicate directly with the next one. The idea of our proposal is to construct a
double value directed graph with all possible implementations (hardware or software)
by duplicating each block. In this constructed graph, each node represents the block’s
implementation (hardware or software), and each edge has an execution time and has a
cost which are related to the current block’s implementation and its successor. The
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objective is to find the best path which has the minimal cost while respecting the global
time constraint. The algorithm can be applied to optimize the cost and the execution
time interchangeably. Also, it can be applied when multiple types of hardware and
software are used.

Table 1. Algorithms in HW/SW partitioning

Reference | Based algorithms Optimized metrics
Algorithm Exact | Heuristic | Execution time | HW area

[3] Branch & Bound - -
[4] ILP - -
[5] Dynamic Programming | — - -
[6, 71 SA - -

[9-15] GA - - -
[16] GA+TS - -

[18, 19] | Greedy Algorithm - -
[20] Hill Climbing - -
[22] PSO - -
[23] Shortest path - -

Proposed | Shortest path - - -

This paper is organized as follow. After the introduction, in Sect. 2, we present the
problematic and the proposed solution based on Lagrangian Relaxation method. In
Sect. 3, we give the results of tests and the comparison with the Genetic Algorithm.
Finally, Sect. 4 gives the conclusion and the future works.

2 Optimal Path Optimization for HW/SW Partitioning
Problem

2.1 Problem Formalization

A hardware/software partition is defined using two sets H and S, where H is the set of
blocks designed in hardware and S is the set of blocks designed in software. The
system ES is composed on N blocks B = {B1, B2, B3, ..., Bn}, the system is repre-
sented as DFG model, and each block is supposed to communicate directly with the
adjacent block as shown in the example in Fig. 1. The blocks are executed in parallel
and each block is firing upon the required tokens are presents at its inputs. It is assumed
that the system is not influenced by the external systems, in this case even if the blocks
are executed in parallel, the data must traverse the blocks in a sequential manner, and
therefore the execution time of the system is the sum of the execution time of each
block within the system. The partitioning problem consists of finding the optimal sets H
and S that optimize the cost (hardware area) of the system within a global time of
execution constraint, where H N B=J and H U S=B.
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B —— B |— 5 . B

Fig. 1. DFG model of four blocks

As described in the articles of the latter section, the objective is minimize the
> "C(B;) under a constraint on > T(B;) where C(B;) and T(B;) are respectively the cost
and the execution time of the block B;. The idea of our approach is as follow, from the
DFG graph (Fig. 1) we construct a directed graph by duplicating each block as rep-
resented in Fig. 2, each node in the constructed graph represents the nature of the
block’s implementation (hardware or software). We also add two fictional blocks which
are Entry block and Exit block which represents respectively the entry point and exit
point of the data that will traverse the system. Each edge in the graph has a cost and a
time, the cost represents the needed cost for the data to use the edge, and the time
represents the execution time needed for the data to reach the next node by using this
edge. The cost and the time depend on the nature of the current block and the nature of
its successor (hardware or software). The data will then traverse the graph from the
entry point to the exit point by using a possible path. The objective is to find the best
path that optimizes the global cost and that respects a given global time of execution
constraint.

/ﬂ By — hw—* By — hw » By — hw—% B.g—ﬁi‘.b‘ll\
y L & e e
i \ / /
Entry X A }x\ Exit
R P g / 'y 2
“u By, — sw} * B, —sw * By — sw l" Bq—.!f.l'.l//

Fig. 2. Graph representation with four blocks

The formula for individual cost (C;) calculation and individual execution time (T;)
calculation of each edge are as follow (Fig. 3):

— Ci(hw - hw) = A(B))

— Ci(hw - sw) = A(B;) + communication cost (hw — sw)
— Ci(sw — sw) = Size (.elf B;)

— Ci(sw — hw) = Size (.elf B;) + comm. cost (sw — hw)
— Ti(hw — hw) = Texec (Bjhw)

— Ti(hw — sw) = Texec (Bjhw) + Tcomm (hw — sw)

— Ti(sw — sw) = Texec (Bjsw)

— Ti(sw — hw) = Texec (Bijsw) + Tcomm (sw — hw)
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Fig. 3. Two adjacent blocs of the graph

With:

— A(B;): hardware area of block B;
— Size (.elf B;y): size of binary file of block B;
— Texec (B;): execution time of block B;

The cost of a hardware block is related to its area and the cost of a software block is
related to the size of its binary file (.elf file). The cost of communication between a
hardware block and a software block is related to bus usage. Therefore, the cost of an
edge which is between two hardware nodes is the cost of the hardware area of the first
node (B; in hardware). The cost of an edge which is between two software nodes is the
cost of the size of the binary file of the first node (B; in software). The cost of an edge
which is between a hardware node and a software node is the cost of the hardware area
of the first node plus the communication cost between the first node (hardware) and the
second node (software). Finally, the cost of an edge which is between a software node
and a hardware node is the cost of the binary file of the first node plus the communi-
cation cost between the first node (software) and the second node (hardware). The
communication time between a hardware block and a software block is related to the
time used by the bus, and then the communication time between a hardware block and a
hardware block or between a software block and a software block is neglected. In this
case, an edge between two hardware nodes has an execution time equal to the execution
time of the first node (B; in hardware). An edge between two software nodes has an
execution time equal to the execution time of the first node (B; in software). An edge
between a hardware node and a software node has an execution time equal to the
execution time of the first node (hardware) plus the time needed to communicate with
the second node (software). Lastly, an edge between a software node and a hardware
node has an execution time equal to the execution time of the first node (software) plus
the time needed to communicate with the second node (hardware). For simplicity, we
don’t consider the impact of the external systems in term of cost and execution time at
the entry point and at the exit point. The edge between the entry node and the first block
(hardware or software node) has a cost of zero and an execution time equal to zero:

- C():O
- T0:0
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The edge between the last block in hardware (software) and the exit node has a cost
equal to the cost of the hardware area (size of binary file) of the last block in hardware
(software), and its execution time is equal to the execution time of the last block in
hardware (software):

- Cy(hw) = A(Bn)

— Cp(sw) = Size (.elf By)
— Thn(hw) = Texec (B, hw)
— Tha(sw) = Texec (B, sw).

2.2 Lagrangian Relaxation Method

The general representation of the Lagrangian relaxation method is given in [24]. The
method is widely used to solve integer programming problems in different domains. In
[25], the lagrangian method is used to solve a partitioning problem of class formation
for training sessions. The langrangian relaxation method can also be applied to resolve
the optimal path optimization problem of a double value graph.

The problem (P) described in the last section, is an optimization problem of a
double value directed graph. The graph has the following properties:

1. Named (X, U, c, t)

2. Oriented and each edge u has two values ¢ and t

3. ¢: U — R™: is the cost for using the edge u

4, t: U — R™: the necessary time (execution time) to traverse the edge u

For each path p (from entry node to the exit node), we associate a function x:
U — {0, 1}, where x(u) = 1 if the edge u is traversed by the path p and x(u) = 0O if the
edge u is not traversed by p. The goal of the problem (P) is to find the optimal path for
which the cost is minimal and in the same time it respects a global temporal constraint
as described below:

(P): min (f(x)) where f(x) = " c(u):x(u) under the constraints:

— x € S: S set of functions associated to possible paths
- 9g(x) <0, where g(x) = > t(u):x(u) = T
(T is the global execution time constraint)

The lagrangian relaxation method doesn’t give the exact solution of min(f(x)), in
fact, it consists of finding the biggest minor of this minimum. This minor is named x*
and we have:

xX* <min(f(x)){x € S; g(x) <0} (1)
We call the Lagrange function, the function L: S. R* — R defined by:

L0 k) = f(x) +kg(x) (2)



Embedded Systems HW/SW Partitioning Based on Lagrangian Relaxation Method 155

k is a positive coefficient called Lagrange multiplier. We call the dual function, the
function x: R* — R defined by:

X (k) = min(L(x; k)){x € S} (3)

For each fixed k, x(k) is calculated using the same graph (Fig. 2), and each edge is
now one-value, the value is: c(u) + k:t(u). On the latter graph, the value of the optimized
path is calculated using Dijkstra’s algorithm, which is min(> (c(u):x(u) +
k:t(u):x(u)){x € S}). This latter term minus k:T gives x(k). We call the dual problem
(D) of the problem (P), the problem that consists of maximizing x(k). From (2) and (3),
for each k € R™ and for each x € S that verified the problem (P):

x(k) <f(x) (4)

In fact, x(k) <L(x; k), so x(k) <f(x) +k:g(x), and then x(k) <f(x) as k:g(x) is a
negative term.

Let x* =max(x(k)) and f* = min(f(x)){x € S;g(x) <0}. From (4), for each
k € R*, we have x(k) < f*, then we have:

X <f* (5)
X* is by definition the biggest minor of f from x(K).

2.3 Dual Problem Resolution

The resolution of the dual problem (D) consists of finding x* that verify the equation
below:

X* = max(x(k)) = max(min(L(x;k)){x € S}) {k e R } (6)

The algorithm consists of constructing increasing sets S; C S, C ... C Sk C ...
S, where S is the set of all possible paths. We construct a family of functions
Xi(K) = min(L(x; k)) {x € S}, and we calculate x; = max (Xy(k)) {k > 0} such as
X; = Xy(ky). For each k € R*, and k > 1, as Sy; C Sk C S, and by definition
Xi(K) = min(L(x; K)) {x € S}, we have: xX(k) < Xy (k) < Xy1(K), in fact, the mini-
mum of a set that is included in another set is bigger or equal than the minimum of the
set that includes it, and therefore we have:

X <X (7)

And as by definition x* is the max of x(k): foreachk > 1and1 < j < kwe
have:

max (x (kj)) < x* (8)
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From (7) and (8), for k > land 1 < j < k, we have the inequality:
max(x (kj)) < X" < x; (9)

The algorithm starts by an initial set S,, and at each iteration it constructs the next
set until it reaches an iteration k for which x; = max(x(k;))) 1 < j < k, then it stops
and xX* = x; which represents the solution of the problem (D) and in the same time
gives a minor to the problem (P).

2.4 Lagrangian Relaxation Algorithm

The steps of the algorithm are summarized in Fig. 4. In the first iteration, the algorithm
begins with a set (S,) composed of two paths (xo: corresponding path of optimal path in
term of time of execution (cost = 0), and x,: corresponding path of optimal path in term
of cost (time = 0)), those two paths are computed using Dijkstra’s algorithm. X is then
calculated as follow:

X5 = max(Xz(k)) = max(min(L(x;k)){x € S;}) {k e R*} (10)
with L(x, k) {x € Sy} = (L(Xo, k), L(x1, K)) and L(xo, K) = f(Xo) + K.g(Xo), L(Xo,

k) = > c(u).xo(u) + K.(O° t(u).xo(u) — T) = cost(Xo) + (time(Xo) — T).k and L(xq, k) =
cost(xy) + (time(xy) — T).k. Then, X5 is obtained at k,. We then calculate x(kz) using

1- Start with a set S; = {Xo, X;} such as:
a. X is the optimal path in sense of execution time (for exam-
ple, all blocks are in hardware)
b. x; is the optimal path in sense of cost (for example, all
blocks are in software)
2- X is realizable if time(xg) - T < 0, if X, is not realizable, the algorithm
does not converge and there is no solution to the problem (P).
3- k=2
4-  Calculate w;* = max(oi(L))
o* =max (min(L(x,2)){x € S}) {L € R"}
5- Calculate w(A) =min { x€ S} L(x, 1;)
6- w(/;) is obtained at x;
a. if o*=max( w(4)) 2 <j<k, we stop and the solution is x
b. else:
i S = SU {xi},
il. k=k+l1
iii. iterate from the step 4

Fig. 4. LR algorithm



Embedded Systems HW/SW Partitioning Based on Lagrangian Relaxation Method 157

Dijkstra’s algorithm, the corresponding optimal path is x,. If X(kz) is equal to X} the
algorithm stops and the solution of the problem (P) is x,, else the algorithm continues
with the second iteration, in which a new set S is constructed as: S3 = S, U {X2}, X3
is then calculated in the same manner:

X5 = max(Xs(k)) = max(min(L(x;k)){x € Ss}) {k e R* } (11)

With L(x, K) {x € Sz} = (L(Xo, K), L(X1, K), L(X2, K)), and L(xq, k) = cost(xo) + (time
(Xo) = T).k and L(xy, k) = cost(x;) + (time(x;) — T).k and L(x,, k) = cost(xp) + (time(x,)
— T).k. Then, xj is obtained at ks (example in Fig. 5), X(ks) = min L(x, k3) x € S is
then calculated, the corresponding optimal path is x3, X3 is then compared to max
(X(kz), x(ks)). In this manner the algorithm iterate until it finds k for which x; = max
(%(k)) 2 < j < k, this latter has x. as corresponding optimal path, x, is then the
solution of the problem (P).

Fig. 5. Second iteration

3 Experiments

We implemented the algorithm in Java. To test the effectiveness of our approach, we
made a series of tests, with an arbitrary number of blocks up to 1000. For each block,
we randomly assign, a hardware cost (between 0 and 10), a software cost, a software to
hardware cost and a hardware to software cost (values between 0 and hardware cost),
we also assign a randomly a software time execution (between 0 and 10), a hardware
time execution, a hardware to software time execution and a software to hardware time
execution (values between 0 and software time execution). We then assign an arbitrary
value to the global time constraint that is greater than the minimum global time. We run
the Genetic Algorithm (also implemented in Java) and the LR algorithm on each test,
and compare the results of the two algorithms in term of global cost and global time.
We also compare the execution time of the programs themselves.
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Figure 6 shows the graph of the cost solution of the two algorithms LR and GA.
The results show the LR and GA algorithms are almost identical when the number of
blocks is small, but when the number of blocks increases, the LR algorithm gives
greater results over the GA algorithm, and then it leads to a better optimization. It is
noted that the algorithm converges practically for every test, this is particularly due to
the fact that the graph used contains no feedback loops. The complexity of the algo-
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rithm is estimated to O(n®).

The graph of Fig. 7 gives a comparison between the two algorithms in term of the
execution time of the program itself. The results show that the execution time of LR
algorithm is much better than GA algorithm especially when the number of blocks is
high, which gives to the designer, the possibility of doing repeatedly multiple tests in a
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4 Conclusions

In this paper, we proposed a new heuristic approach to resolve the hardware software
partitioning problem. The approach is based on the lagrangian relaxation method, this
method gives an approximation to the exact solution in iterative way. The proposed
algorithm is used to optimize the cost (hardware area) of an Embedded System
(ES) while respecting a given execution time constraints. The results of different tests
show that the LR algorithm leads to better optimization when comparing to GA
algorithm, and especially when the number of the blocks increases. The approach can
also be adapted to optimize the global time of execution under a given global cost
constraint. It can also be used in case we have multiple hardware types (ASIC, FPGA,
...) and multiple software types (Multiprocessors, DSP, ASIP, ...). The DFG graph
used in this article is straightforward, next work, is to study how to adapt this approach
in case the DFG graph contains feedback loops, and also when the criteria involved in
the partitioning problem are not limited to only the cost and the execution time. The
global time execution calculation was based on the fact that the external systems are not
taking into consideration; in a streaming case for example, the blocks are executed in
parallel, and when a block is processing a data, its predecessor blocks are preparing the
next data. In that case, the global time execution is related to the maximum execution
time of the blocks, in the next work, we study the effect of this constraint on the
partitioning problem optimization.
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Abstract. Developing TC systems for Arabic documents is a challenging task
due to the complex and rich nature of the Arabic language, and the way in which
they are written according to its position in the sentence. Furthermore, Arabic is
written from right to left, and its letters changing form according to their position
in the word. There are various different methods for text categorization, including
distance-based, decision tree-based methods, Bayesian naif...etc. Furthermore,
the large numbers of methods proposed are typically based on the classical Bag-
of-Words model. In order to improve the accuracy of Arabic text categorization,
therefore the accuracy of the results obtained, a new hybrid approach is proposed
to improve the effectiveness of the automated techniques categorization. This
paper presents the development of a concept and an associated architecture called
the CAMATC (Cooperative Adaptive Multi-Agent System for Arabic Text Cate-
gorization), which is based on the combination of Multi-Agent Systems and the
conceptual representation in the Arabic text categorization.

Keywords: Text categorization - Multi-Agent System - Graph-based -
Named entities - BabelNet

1 Introduction

Text Classification (or Categorization) is a [1, 5] series of actions or steps taken in order
to classify documents into a set of predefined categories. Using machine learning, the
main objective of Text classification is to learn the automatically assignments of docu-
ments, according to a supervised learning approach.

TC techniques are used in many fields, paper archives, automated indexing of scien-
tific articles...etc. The great majorities of these methods are designed to cover efficiency
the documents written in the English language, and thus are not very applicable to
documents written in the Arabic language, and the major difficulty, is the high dimen-
sionality of the feature space (words or phrases) that occur in documents. Thus, the first
issue that needs to be addressed in text categorization is to transform documents into a
representation suitable in order to facilitate machine manipulation and retain much
information as needed. The commonly used text representation is the Bag-Of-Words,
which simply uses a set of words and the number of occurrences of the words to represent
documents and categories. After counting the number of occurrences of a word w in a
document, appropriate stemming algorithms [15] are applied to avoid needlessly large
feature vectors.
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M. Ben Ahmed and A. A. Boudhir (Eds.): SCAMS 2017, LNNS 37, pp. 161-174, 2018.
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To further reduce the number of measured terms, suitable methods can be used.
Include the removal of stop words (non-informative terms) according to predefined
corpus, and the construction of new features among different feature selection methods,
such as y* statistic, mutual information, term strength...etc. [2]. After selecting the
terms, for each document a feature vector is generated, whose elements are the feature
values of each term.

In Arabic language, the problem of Text Categorization (TC) is much more compli-
cated than in other languages. Indeed, Arabic is a morphologically complex language
that has large, agglutination and grammatical ambiguity, which can lead to uncertainty
or inexactness of meaning. Hence, the current study sought to shed a light on these issues.
This research proposes an automated system that can completely classify a given Arabic
text. Existing work on TC has used many algorithms based on distance-based algorithms,
Learning algorithms, and N-grams for searching text documents. However, No methods
was performed to improve the documents written in the Arabic language.

SAMPLE: Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not made or
distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.
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In order to improve the accuracy of Arabic Text Categorization, therefore the accuracy
of the results obtained, a new hybrid approach is proposed to improve the effectiveness
of the automated techniques categorization. This paper presents the development of a
concept and an associated architecture called CAMATC (Cooperative Adaptive Multi-
Agent System for Arabic Text Categorization), which is based on the combination of
Multi-Agent Systems and the conceptual representation in the Arabic Text Categorization.

2 The CAMATC Architecture

Multi-Agent System (MAS) has brought a new vision to study the complex situations
with emphasizes the interactions of components of the systems. In literature, the MAS
is one of the newest area of research in the artificial intelligence (Al), it has started in
the early 90s with [17, 18], as an attempt to enrich the limits of classical Al [11]. The
foundations of the MAS are interested in modeling phenomena with mental notions such
as knowledge, intentions, choices, commitments [19] (Fig. 1).
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Fig. 1. Architecture CAMATC

There are various definitions of the concept agent [ 12—14] in the contemporary liter-
ature; however, the definition that we adopted, and which covers the characteristics of
agents that we developed, is that proposed by Jennings, Sycara and Wooldridge [16]:
For Jennings, Sycara and Wooldridge an agent is a computer system, located in an envi-
ronment, which is autonomous and flexible to meet the objectives for which it was
designed. As far as MAS is concerned, according to Ferber [18] is a system composed
of the following: Environment, a set of objects in space; a set of agents who are active.
Entities of the system, a set of relationships that binds objects together; a set of operations
allowing agents to perceive, destroy, create, transform, and manipulate objects.

The CAMATC architecture, which stands Cooperative MultiAgent System for
Arabic text categorization, is a generic MultiAgent architecture, aimed at preprocessing,
mapping, disambiguation, reduction of the dimensionality and classification of the text
documents according to the approach suggested. CAMATC agents can be cooperative,
adaptive depending on their specific interaction in the architecture. CAMATC
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architecture encompasses four main levels (i.e., preprocessing phase, terms transfor-
mation, reduction of the dimensionality, and classification).

2.1 Preprocessing Phase

The first level relates to the preprocessing phase. It consists of generating a new text
representation based on a set of previous steps. In this case, the first step is to represent
the documents as segment of tokens, where each token corresponds to the value of a
feature, in the this step Tokenization Agent (TA) divide text document into tokens by
segmentation procedure based on punctuation and white spaces. After getting words
from sentences, we use our own tool to produce all possible tokenizations for each word.
Then, choose the correct one among multiple possible tokenizations for one word.
nevertheless many words in documents repeat very frequently, they are essentially
meaningless as they are used to join words together in a sentence like ‘and’, ‘are’, ‘this’
...etc. They are not useful in classification of documents. So they must be removed. In
this stage Stop Word Agents (SWA) are aimed to filter and delete all the words which
appear in the sentences and do not have any meaning or indications about the content
of arabic list stopwords such as punctuations list (? ! ...), pronouns list
(Lea &l 531 5 sa),...adverbs list (2 a3 58).. etc.

In Arabic, the problem of POS-tagging is much more complicated than in other
languages. Indeed, Arabic is a morphologically complex language that has numerous
writing constraints such as vowels, agglutination and grammatical ambiguity, which can
lead to ambiguities. In a sense, they can be considered as the core of the architecture. In
fact, they are devoted to achieve to find suitable sentence by cooperating Hidden Markov
Tagger and Based POS Tagger approaches.

2.2 Terms Transformation

In this section, we describe how the generic architecture has been customized to imple-
ment a system to perform text mapping and disambiguation.

Mapping Layer: At the mapping layer, agents play the role of wrappers, the terms is
mapped into their corresponding concepts using predefined corpus. In particular, in the
current implementation a set of agents wraps databases containing BabelNet [3]
resource. This strategy replaces each term vector td by new entries for corpus concepts
C appearing in the texts set. Thus, the vector td will be replaced by Cd where Cd = (Cf(d,
cl),.., Cf(d, cn)). The concepts vector with 1 = IC| and Cf(d, c) denotes the frequency
that a concept c €C appears in a text d. Furthermore, an agent wraps the adopted mapped
that is a subset of the one proposed by BabelNet resource.

Disambiguation Layer: At the disambiguation layer, a population of agents manipu-
lates the information belonging to the mapping level. The assignment of terms to
concepts is ambiguous. Therefore, one entity may have several meanings and thus one
entity may be mapped into several concepts. In this case, WSD allows us to find the
most appropriate sense of the ambiguous entity. The main idea behind this work is to
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propose an efficient method for Arabic WSD. In this, to determine the most appropriate
concept for an ambiguous entity in a sentence, we select the concepts that have a more
semantic relationship with other concepts in the same local context (Algorithm 1).

Algorithm 1: A method for Arabic WSD.
W: Ambiguous entity.

S: Sentence containing w.

N: Number of the concepts of entity w.

LC={cl, c2, ......, cN} List of the concepts of W.
K: Number of concepts in the local context of W.
LW={cl, c2, ...... , cK}List of the concepts of Local Context (+ 2 terms).

BN: BabelNet ressource
S imWP(ci, Cj).‘ The Wu and Palmer similarity measure between two
concepts c; and c;.
Begin
For each term W e S do{
Map W into concepts using BN.
If We BN then LC={cl, c2, ...... , ¢N}
End If
FinPour
/* Calculate the score with the other concepts in the local context*/
SC)€0
For each concept c; ¢ LC

{

For each concept wije LW
S(cy) € S(cy) + Sim WP(c;, w;)

/* Select the nearest concept™/
Cp(W)=Cp/maxi=1....N S(ci)=S(Cp)
End

The Reduction of the Dimensionality: Our corpus is very large, as it usually the case
for text categorization application. The use of the concepts instead of the words reduces
considerably the dimensionality of document to reduce further the size of the vectors,
we use the CHI2 and CHIR methods for selecting only the most representative concepts.

Chi-Square: The Chi-Square statistics can be used to measure the degree of association
between a term and a category [11]. Its application is based on the assumption that a
term whose frequency strongly depends on the category in which it occurs will be more
useful for discriminating it among other categories. For the purpose of dimensionality
reduction, terms with small Chi-Square values are discarded. The Chi-Square multi-
variate is a supervised method allowing the selection of terms by taking into account
not only their frequencies in each category but also the interaction of the terms between
them and the interactions between the terms and the categories. The principal consists
in extracting k better features characterizing best the category compared to the others,
this for each category. An arithmetically simpler way of computing chi-square is the
following:
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, _nx (p(w, ¢) * p(w, ©) — p(w, <) >x<p(W,c))2 W
pw) % p(w) * p(c) * p(c)

w,e

Where p(w, ¢) represents the probability that the documents in the category ¢ contain
the term w, p(w) represents the probability that the documents in the corpus contain the
term w, and w(c) represents the probability that the documents in the corpus are in the
category c, and so on. These probabilities are estimated by counting the occurrences of
terms and categories in the corpus.

The feature selection method chi-square could be described as follows. For a corpus
with m classes, the term-goodness of a term w is usually defined as either one of:

X, o0 = {x2 | @)

J w,C;

X m =2 p(e) * X3, 3)
j=1

Where p(c;): The probability of the documents to be in the category cj then, the terms
whose term-goodness measure is lower than a certain threshold would be removed from
the feature space. In other words, chi-square selects terms having strong dependency on
categories.

CHIR: Our feature selection method CHIR uses ry*(w) to measure the term-goodness,
and makes sure that the ry” statistic of each term represents only positive term-category
dependency. The goal of this feature selection method is to find the terms that have
strong positive dependency on certain categories in the corpus.

2 _ m 2 .
W) = D p(Ry )X with Ry, > 1 @)
Where p(Rw’C )is the weight of Xi/ . in the corpus in terms of R, . and is defined as:

RW C.
p(RW,Cj) = —— with RW7Cj > 1 5)

Zjn:l] Rw,cj

Where R, = p(wW, C)p(w, C) — p(w, c)p(w, ¢)
" p(W)p(c)

In other words, CHIR selects the terms which are relevant to categories and removes
the irrelevant and redundant terms. The steps of CHIR to select q terms are as follows:

(1) For each distinct term in the corpus, calculate its ry” statistic.
(2) Sort the terms in descending order of their ry” statistics.
(3) Select the top q terms from the list.
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2.3 Classification Phase

The classification phase consists in generating a weighted vector for all categories
Graph, then using a machine learning methods to find the closest category.

Graph Construction
Here, we refer to a modeling approach to the Graph-of-Concepts (GoC) algorithm [12]
to describe how a document can be represented by a graph. In general, the document
d € D is represented by a graph Gd = (V, E), where each node v € V corresponds to a
entity t € T of the document d and the edges e = (u,v) capture co-occurrence relations
between entity u and v within a fixed-size sliding window of size w. The graph model
needs several parameters to be specified during the construction phase.

Each document is represented by Graph of concepts weights that appeared in it (CF-
IDF for concepts).

Weighting Concepts

The results of this step will be used to enrich the representing concepts graph of each
document. When concepts are extracted from the document using BabelNet, selected
concepts are weighted according to a variant TF.IDF noted CF.IDF:

The weight W(C') of a concept C', in a document d is defined as the combined
measure of its local centrality and its global centrality, formally:

W(C.) = cc(C'd) = ide(C') (6)

The local centrality of a concept C' in a document d, noted cc(C', d) based on its
pertinence in the document, and its occurrence frequency. Formally:

ce(C'd) = ax f(C'd) + (1 —a) Y. Sim(C',C") )
i#l

Where a is a weighting factor that balances the frequency in relation with the perti-

nence (this factor is determined by experimentation), Sim(Ci, Cl) measures the semantic
similarity between concepts C' and C', #(C’, d) is the occurrence frequency of the

concepts C' in the document d. Sim(ci , cl) is calculated as follows:
dist(c', c") idc(ch)

i1
Sim(c', ') = JArc()| + [Arc(@)]  idech) ®)

Where dist(c’, c'): set of common concepts between ¢’ and ¢! and | Arc(C)|: set of concepts
from root to C.

The global centrality of a concept is its discrimination in the collection. A concept
which is central in too many documents is not discriminating. Considering that a concept
C' is central in a document d, if their centrality is superior to a fixed threshold s, the
document centrality of the concept is defined as follows:
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; n
ide(c') = =
(€)=% ©)
For text categorization we used the support vector machines, Naive Bayes and its
variants. These learning algorithms take as input feature vectors mentioned above. We
consider the weight of each concept as a feature of the document.

Machine Learning Algorithms

After preprocessing and transformation the documents can be without difficulty repre-
sented in a form that can be used by a ML algorithm. Four algorithms are tested: Naive
Bayes, Multinomial Naive Bayesian, Complement Naive Bayesian and Support Vector
Machines. To apply these algorithms the standard Bag of Concepts is used on the features
that result from the previous step.

Support Vector Machine Classifier

Support Vector Machine (SVM) is a relatively new class of machine learning technique
[14]. It is based on the principle of structural risk minimization, to construct a hyper
plane or a set of hyper planes in a high dimensional space that separates the data into
two sets or n sets with the maximum margin. A hyper plane with the maximum-margin
has the distances from the hyper plane to points when the two sides are equal. Mathe-
matically, SVMs use the sign function f (x) = sign(wx + b), where w is a weighted vector
in Rn. SVMs find the hyper plane y = wx + b by separating the space Rn into two half
spaces with the maximum-margin. Linear SVMs can be generalised for non-linear
problems. To do so, the data is mapped into another space H and we perform the linear
SVM algorithm over this new space. SVM has been successfully used on TC [11] and
they showed better results than other machine learning techniques such as NB, decision
trees, and KNN [7] with reference to accuracy.

Naive Bayes Classifier

The Naive Bayes (NB) classifier is a probabilistic model that uses the probabilities of
terms and categories. The NB applied on the TC problem by the following Baye’s
theorem (Eq. 1).

p(c) - pd;lc)
p<ci|dj) = ()p(—d)J (10)
]

Where p(ci|dj ): is the probability of class given a document, or the probability that a
given document D belongs to a given class C.p(d;): The probability of a document, we
can notice that p(d;) is a Constance divider to every calculation, so we can ignore it.
p(ci ): The probability of a class (or category), we can compute it from the number of

documents in the category divided by documents number in all categories. p(d;|c;)
represents the probability of document given class, and documents can be modelled as

sets of words, thus the p(dj |c,) can be written like:



Multi-Agent System for Arabic Text Categorization 169

p(dile;) = [ peword;lc;) (11)

So

p(cild)) = p(ep) [ ] pword;c;) (12)

Where p(wordilc;): The probability that the i-th word of a given document occurs in a
document from class C, and this can be computed as follows:

p(word;|c;) = (Tct + 1)/ (Nc + AV) (13)

Where Tct: The number of times the word occurs in that category C. Nc: The number
of words in category C. V: The size of the vocabulary table. A: The positive constant,
usually 1, or 0.5 to avoid zero probability.

Complement Naive Bayesian Classifier
This classifier estimates the posterior probability as:

P(c;|d;) = 1 — P(&;|d;) where ¢, indicates the complement of class. In this way, the
probability P(C;|d;) can be easily estimated similarly as in the Naive Bayes model:

P(dj |5i)P(5i)

P(¢ld) = ———— (14)
(&14) p(dy)

Eachp (Wordi |éi) is approximated by the frequency of the term word, in the complement

C;. This approach is particularly suited when only few labeled examples are available
for each category c;.

Multinomial Model

The task of text classification can be approached from a Bayesian learning perspective,
which assumes that the word distributions in documents are generated by a specific
parametric model, and the parameters can be estimated from the training data. Equa-
tion 5 shows Multinominal Naive Bayes (MNB) model [6] which is one such parametric
model commonly used in text classification:

) _ p(c) HP(Wordi|Ci)f‘

pleid p(d)
J

(15)

Where f; is the number of occurrences of a word; in a document, p(word |c;) is the condi-
tional probability that a word, may happen in a document given the class value class, and
n is the number of unique words appearing in the document.

The parameters in Eq. 5 can be estimated by a generative parameter learning
approach, called frequency estimate (FE), which is simply the relative frequency in data
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[2]. FE estimates the conditional probability p(wordi|document) using the relative
frequency of the word; in documents belonging to class.

ic

p(word;|c;) = T

(16)

where f;_is the number of times that a word, appears in all documents with the class, and
f_ is the total number of words in documents with class.

3 Evaluation and Discussion

3.1 Corpora Summary

We use various corpora to perform our experimentations, the corpora variations include
small/large size corpus, with few and more categories. We used three corpora: CCA
corpus, BBC-arabic corpus and EASC’s corpus. The corpus of Contemporary Arabic
(CCA Corpus) [15] was released from the University of Leeds by Latifa Al-Sulaiti and
Eric Atwell. The corpus is classified to 5 categories (Autobiography 73, Health and
Medicine 32, Science 70, Stories 58, Tourist and travel 60). The BBC Arabic corpus
[15] is collected from BBC Arabic website bbcarabic.com, the corpus includes 4,763
text documents. Each text document belongs 1 of to 7 categories (Middle East News
2356, World News 1489, Business & Economy 296, Sports 219, International Press 49,
Science & Technology 232, Art & Culture 122).

Figure 2 presents the district keywords and the number of text documents for each
corpus.

2.200,000

©

c

$100,000 ® Number of
k] Documents
a

B Number of Words

Fig. 2. Dictionary size for each corpus

The Essex Arabic Summaries Corpus (EASC) [11] is generated using http://
www.mturk.com. The major feature of EASC is the fact that Names and extensions are
formatted to be compatible with current evaluation systems. The data are available in
two encoding formats UTF-8 and ISO-8859-6 (Arabic). Each text document belonging
to 1 of 10 categories (Art and music 10, Education 07, Environnement 34, Finance 17,
Health 17, Politics 21, Religion 08, Science and Technology 16, Sports 10, Tourism 14).
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3.2 Experimental Configuration and Performance Measure

In this section, we present and analyze experimental results. Text Classification algo-
rithms: SVM, NB, NBM, and CNB. We split each corpus to 2 parts (80% of the corpus
for training and the remaining 20% for test). We could not run any classifier in batch
mode because the corpora size is very large and did not fit to memory. All classifiers
were run in incremental mode on 64-bit machine with 4 GB RAM.

The evaluation of the performance for classification model to classify documents
into the correct category is conducted by using several mathematic rules such as recall,
precision, and F-measure, which are defined as follows:

Precision = _TP_ and Recall = _TP__ an
TP + FP TP + FN

where TP is the number of documents that are correctly assigned to the category, TN is
the number of documents that are correctly assigned to the negative category, FP is the
number of documents a system incorrectly assigned to the category, and FN are the
number of documents that belonged to the category but are not assigned to the category.
The success measure, namely, micro-F1 score, a well-known F1 measure, is selected
for this study, which is calculated as follows:

2.Precison.Recall
F1 — measure = — (18)
precision + Recall

Experimental results investigate text representation and reduction dimensionality.

3.3 Dimensionality Reduction

After preprocessing phase, the vector representation is formed with concepts. In docu-
ment, a large number of terms are irrelevant to the classification task and can be removed
without affecting the classification accuracy. The mechanism that removes the irrelevant
feature is called feature selection. Feature selection is the process of selecting the most
representative subset that contains the most relevant terms for each category in the
training set based on a few criteria.

Table 1. Effect of concepts selection criteria in categorization accuracy

Number of documents DF CHI GSS CHIR
2500 83,31 92,12 83,03 92,15
3000 83,35 93,16 83,49 92,53
3500 83,79 93,42 83,5 93,79
4000 84,01 93,71 83,84 94,08
4500 84,25 94,02 84,12 94,1

5000 84,42 94,39 84,73 94,48
Average 83,855 193,47 83,785 193,52
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Table 1 displays the performance curves for SVM classifier after concepts selection
using DF, CHI, GSS and CHIR thresholding. An observation merges from the catego-
rization that DF and GSS thresholding have similar effects on the performance of the
classifiers. The CHIR method gives a better result than other methods using SVM clas-
sifier and CCA corpus.

Feature selection aims to choose the most relevant words that distinguish between
classes in the dataset. In our paper, we suggested DF, GSS, chi-2 testing (x2) and CHIR
methods [11]. All these methods organize the features according to their importance to
the category. The top ranking features from each category are then chosen and repre-
sented to the classification algorithm.

Table 1 shows the effect of concepts selection criteria in categorization accuracy
using SVM method for Machine learning and CCA Corpus.

We can see from the results in Table 2 that MNB almost always performs worse than
any of the other learning algorithms in the different corpora. This is consistent with
previously published results [14].

Table 2. Comparaison of different machine learning using CHIR method

DataSet EASC CCA BBC-arabic
SVM 92,03 94,52 89,45
NB 84,19 83,22 87,16
CNB 86,10 86,46 91,21
MNB 62,45 73,45 66,02

Our results (from Table 2) for the various classifiers have shown quite evident that
the results for SVM combined by CHIR method for feature reduction are mostly better
than NB and its variants.

3.4 Text Representation

There are two important modes in text mining such as: Bag of Words and Bag of
Concepts representation. In our experiments, we decided to experiment on these two
representations to compare these in our proposed Graph concepts representation (Fig. 3).

Bag of Words
Representation
_’[M Bag of Concepts
Representation
The Ar: alblc . Graph of Concepts
text to classify Representation
UU(— Prediction Model

Classified text

Fig. 3. Text representation
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To evaluate the performance across categories, F-measure is averaged. The results
of the approaches are shown in the following Table 3, and the best macro-averaged F-
measure is bold. It is clear that the use Graph of concepts is a better way of representing
Arabic texts, the performances as shown by the F-measure are better and that’s true with
the three classifiers. Of the three classifiers, the SVM classifier performs the best. That’s
what we expected.

Table 3. Text representation with different classifiers

Representation NB |CNB |MNB | SVM
GOC 79% |80% |77% |83%
BOC 76% |73% |71% |82%
BOW 64% |78% |68% |70%

4 Conclusion

In this paper we have discussed the problem of text representation for Arabic text docu-
ments. We described main aspects of the systems available to process and analyze large
Arabic documents in the field of Text Categorization. Then we introduced a novel
approach using Multi-agent Text Categorization and BabelNet knowledge resource for
Arabic text, which each document is represented by a graph that encodes relationships
between the different named entities. This approach can be used in a case when the data
is large (big data) and the hierarchical approach could not be reliable.
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Abstract. This paper presents a data processing system comprised of multiple
layers of computational processes that transform the raw binary meteorological
data coming directly from two EUMETSAT Metop satellites to our servers, into a
ready to visualise and interpret data stream in near real time using techniques
varying from software automation, data preprocessing and general data analysis
concepts. The proposed system handles the acquisition, decoding, cleaning,
processing, and normalization of pollution data in our area of interest of Morocco.

Keywords: Data processing - Data aggregation - Data analysis - Data decoding
Data preprocessing - BUFR

1 Introduction

The impact of global air pollution on both the climate and the environment is a new
focus in atmospheric science, over the last decade, air pollution’s environmental threats
significantly increased [1-3]. Generally speaking, climate change effects are indeed
many and wide ranging [4]. There is no doubt that excessive levels of air pollution is
causing significant damage to human and animal health as well as the wider environ-
ment. For these reasons, careful scientific research and monitoring of air pollutants is a
necessity that must be exercised with a great deal of attention and precision.

At the present time, and as much as we rush to quickly infer and conclude from the
climate or weather datasets we possess, most of the problems and difficulties we face
hover around processing tasks, we spend most of our time preparing, cleaning, and
transforming large volumes of datasets we receive. In our case, we will deal with data
in a single format, called “BUFR?”, the data we process comes directly from the satellite’s
encoders and we receive the near real time data in bulks in 30 min intervals.

The main source of data the system processes is EUMETSAT, EUMETSAT is a
global operational satellite agency at the heart of europe. The organization states that its
purpose is to gather accurate and reliable satellite data on weather, climate and the
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environment around the clock, and to deliver them to their member and cooperating
states, international partners, and to users worldwide [5].

Specifically, The data the system processes comes directly from a type of satellites
named Metop. Metop is a series of three polar orbiting meteorological satellites, two
satellites are active, called Metop-A and Metop-B, both are in a lower polar orbit, at an
altitude of approximately 817 km, they provide detailed observations of the global
atmosphere, oceans and continents. The last satellite, Metop-C, is planned to be launched
in 2018.

The system, in its turn, processes the data from its primitive raw BUFR format, which
is a binary data format maintained by the world meteorological organization, to two
exported comma separated files corresponding to Metop-A and Metop-B. The BUFR
format is a somewhat controversial and hard to deal with data format that is table/
message oriented and not supported by major data analysis tools, hence the difficulty to
manipulate or aggregate its encoded values.

The software solution this paper presents is a system composed of two stacked layers.
The first one decompresses and decode the BUFR data, and the second deals with
preprocessing, cleaning and normalizing the dataset and finally combining the messages
into one CSYV file, 30 min at a time. This solution can be run as an automatic process in
the server’s scheduled jobs planner (such as cron).

The software solution proposed by this paper is a system that can be directly plugged
into the end points of the near real time data stream, it allows for fast experimentation
and visualization of already processed raw data points coming directly from the Metop-
X satellites series, it will also result in a significant space and time reduction and an
overall optimization of the internal research procedures since it focuses on interest areas
and not the global scale.

2 Data Processing

2.1 The Dataset

The system primarily processes near time BUFR pollution data coming directly from
two satellites orbiting in parallel to provide higher precision and accuracy, called Metop-
A and Metop-B, the data in use comes directly from The IASI instrument, which is
composed of a fourier transform spectrometer and an associated integrated Imaging
subsystem (IIS). The fourier transform spectrometer provides infrared spectra with high
resolution between 645 and 2760 cm™".

The main goal of IASI is to provide atmospheric emission spectra to derive temper-
ature and humidity profiles with high vertical resolution and accuracy. Additionally, it
is used for the determination of trace gases such as ozone, nitrous oxide, and carbon
dioxide, as well as land and sea surface temperature and emissivity and cloud properties.

In terms of distance, IASI measures in the infrared part of the electromagnetic spec-
trum at a horizontal resolution of 12 km over a swath width of about 2200 km. with 14
orbits in a sun-synchronous mid-morning orbit (9:30 Local solar time equator crossing,
descending node), global observations can be provided twice a day (every 12 h), the
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satellites take around 25 min to scan the area of interest (of Morocco), we get pollutant
measurements of geographic points that are approximately 20 km apart from each other.

2.2 BUFR

BUFR, or the Binary Universal Form for the representation of meteorological data, is a
binary data format, maintained by the World Meteorological Organization (WMO).
BUFR is the result of a series of informal and formal “expert meetings” and periods of
experimental usage by several meteorological data processing centers. BUFR was
designed to be portable, compact, and universal. Any kind of data can be represented
under BUFR, along with its specific spatial/temporal context and any other associated
metadata, BUFR belongs to a category of table-driven code forms, where the meaning
of data elements is determined by referring to a set of tables that are kept and maintained
separately from the message itself, some [6] consider this a major weakness of the BUFR
format, the fact that the correct tables are needed both to understand the meaning of the
data and to parse the data, because when the tables are external, there is no foolproof to
know when you have the correct tables (Fig. 1).

Fig. 1. BUFR representation example.

A typical BUFR message is composed of six sections, numbered zero through five.

sections 0, 1 and 5 contain static metadata, mostly for message identification.
section 2 is optional, if used, it may contain arbitrary data in any form wished for by
the creator of the message (this is only advisable for local use).

e section 3 contains a sequence of the so-called “descriptors” that define the form and
contents of the BUFR data product.

e section 4 is a bit stream containing the message’s core data and metadata values as
laid out by section 3.

2.3 The Problem

The inability of doing fast data experimentation, analysis and manipulation on BUFR
data using the more popular data analysis libraries in either Python or R, prompts the
following question: can we create a system that quickly transforms the binary data into
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a more suitable data format that is easy to experiment with? The problem at hand is
around building a software solution capable of processing and presenting near real time
BUFR data in a common file format that is independent of any external resources, as
the server receives it.

2.4 From BUFR to CSV

The system directly receives the data from the server’s data pipeline, which is composed
of multiple compressed raw tar files with multiple BUFR files inside each one of the tar
files, the system utilizes the received raw files to solve the problem of decoding, prepro-
cessing and combining the data into CSV files showcasing the data points when the
satellite scans the area of interest.

The following figure explains the procedure the system takes to preprocess and
normalize the data (Fig. 2):

Fig. 2. Data pipeline graph.

In the first step, the system import the raw tar files through the FTP protocol, after
extracting the compressed files the system gets multiple binary BUFR files name-coded
following a strict naming convention in the following form “INSTRUMENT-ID
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PRODUCT-TYPE PROCESSING-LEVEL SPACECRAFT-ID SENSING-START
SENSING-END PROCESSING-MODE DISPOSITION-MODE PROCESSING-
TIME”, that corresponds to multiple important variables such as the instruments used,
orbits, and time frames, the system filters the data based on orbits and timeframes to get
BUEFR pollution files in the area of interest of our choice using regular expressions on
the names of the extracted files (under the pollution codename of “TRG”), what the
system finally gets are multiple BUFR files corresponding to the area of interest that are
ready to be decoded.

In the second step, the system uses a third party software solution called BUFREx-
tract [7] to decode the BUFR files into bulks of exported text messages, each message
containing a description of its columns and the values in each one in a “somewhat” CSV
format.

In the third step, the system performs a fast selection/merge technique to combine
all of the messages into two comma separated files corresponding to one scan, one file
is for Metop-A and the second file is for Metop-B. Finally, we select the following
columns of interest into the final CSV files (Table 1):

Table 1. The columns of the final CSV data file.

No. | Columns (every 12 h) Unit

1 Year Integer

2 Month Integer

3 Day Integer

4 Hour Integer

5 Minute Integer

6 Second Integer

7 Latitude (high accuracy) DEGREE
8 Longitude (high accuracy) | DEGREE
9 Integrated CH4 density kg/m®

10 Integrated CO2 density kg/m®

11 Integrated N20 density kg/m®

After exporting the necessary values into multiple structured CSV files, the system
groups data points by exact geographical location and date and applies the mean function
on the pollutant value to take the average of the possible duplicated measurements.

In the fourth step, the system deals with cleaning data points that are substantively
unreasonable using logical conditions on the bounds of the values of CH4, CO2, and
N20.

As a General description of the process, Every half an hour, the system receives one
compressed tar file through the server’s end points, the system then automatically
decompresses the file into BUFR BIN files, selects files corresponding to our area of
interest, and decodes them using a third party software solution to the corresponding
BUFR messages, finally it merges all messages into two CSV files corresponding to the
satellites and cleans any out of bound values, this whole process results in a considerable
reduction in data dimensionality and the space it occupies.
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3 Results

3.1 Specifications

A C++/Python Implementation of this model was used to build and test the sy